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[bookmark: _gjdgxs]Introduction

This document gathers use cases and their related technologies for immersive media. Through considering the use case scenarios and the technologies that drive each use case, requirements can be derived for the media types and processes used by these immersive applications and services.
Use case scenarios for immersive and holographic media are divided into four categories. These categories represent a step in the complete immersive media pipeline.  
1. Production: relating to the original production of the immersive media.
2. Post production: relating to the editing of the raw media.  
3. Distribution: relating to the contribution of media to the service provider, and distribution by the service provider.  
4. Consumption: relating to the consumption of the media at the client presentation end-point, by the final end-user. 

The scope of this work is large and goes beyond MPEG standardization. However, capturing the big picture of the immersive and holographic media content ecosystem will enable an analysis behind the media formats and techniques used in each step and where MPEG can play a role. It is also important to document the end-to-end workflow as assumptions made prior to this understanding may miss key steps or important implementation details made by these technologies.  


[bookmark: _259q4qw0t7al]End-to-End Immersive and Holographic Media Ecosystem and Categorization
[bookmark: _c9tjnmkwefq9][ED: add more information about what the following list is. What information does it capture? Why is it useful for this exploration in MPEG?]
1. [bookmark: _ei93jgnxifqe]PRODUCTION
1.1. [bookmark: _19cvn34kxluj]Camera / Sensor Based Content Capture
1.1.1. Camera based capture
1.1.2. Camera arrays
1.1.3. Plenoptic cameras
1.1.4. Depth plane cameras 
1.1.5. RGB + PointCloud
1.1.6. Other IoT sensors
1.2. [bookmark: _fy2zresfktj7]CG Content Based Generation
1.2.1. Processed Camera Content 
1.2.2. Native CG Content 
1.3. [bookmark: _snyj001gpli]Hybrid Content (Combination of Camera based capture and CG) 
1.4. [bookmark: _5g3it9z3rxkv]Video or Point Cloud converted to polygonal mesh geometry 
1.5. [bookmark: _qv65ypo38tox]Polygonal mesh geometry or point cloud content converted to video 
1.6. [bookmark: _ytywbwi9y2t1]Slice based capture (X-ray, Sonar, MRI,  Ultrasound, computed tomography (CT) )
1.7. [bookmark: _n0z7wn6bdsy6]Photogrammetry
1.8. [bookmark: _3xdbn1i82776]Capture environment
1.8.1. Outside-in: Capture a scene from and external view 
1.8.2. Inside-out: Capture a scent from an internal view 
2. [bookmark: _gr8ncq58q81h]POST PRODUCTION
2.1. [bookmark: _ea23z9jzy2e1]Production representation (before mastering)
2.1.1. CG processing 
2.1.2. Video processing 
2.1.3. Hybrid processing 
3. [bookmark: _2h5mu0854hi0]DISTRIBUTION
3.1. [bookmark: _30bs7muhy08c]Content Mastering (Corollary to IMF)
3.1.1. CG Mastering Format 
3.1.2. Video Mastering Format 
3.1.3. Hybrid Mastering Format 
3.2. [bookmark: _i9vzliv1b6a9]Content Packaging (Corollary to Encoding)
3.2.1. CG Packaging 
3.2.2. Video Packaging 
3.2.3. Hybrid Packaging 
3.3. [bookmark: _5i2yxxujefoe]Content Distribution 
3.4. [bookmark: _3rrbsf285hlf]Reconcile network/end-client capabilities/characteristics with content’s requirements (technical or creative or SLA)
3.5. [bookmark: _8jj06a93k5f]Format Preparation (Can be done on the cloud or at the display / receiver)
3.5.1. Pre-processing: End display preparation
3.5.2. Rendering: Image Stream Preparation
3.5.3. Transcoding or repackaging for final distribution
4. [bookmark: _9xbct0h1yjc]CONSUMPTION
4.1. [bookmark: _u7mpzll3qgsr]Display 
4.1.1. 2D 
4.1.2. Stereoscopic 
4.1.3. Multi-view 
4.1.4. Multi-planar
4.1.5. Swept 
4.1.6. Transparent
4.1.7. Volumetric
4.1.8. True Holographic (Uses a diffractive pattern for image generation)
4.1.9. Dynamic Surface Volumetric
4.2. [bookmark: _vc1uxgs868ir]Interactive 
4.2.1. Position and orientation of the User, Display
4.2.2. Field of View / Frustum 
4.2.3. Display Characteristics 
4.2.4. Gaze / Eye tracking
4.2.5. Human Interface 
4.2.5.1. Touch 
4.2.5.2. Voice 
4.2.5.3. Gesture 
4.2.5.4. etc 
4.3. [bookmark: _46v0rarbxvy7]Contextual 	
4.3.1. Viewpoint 
4.3.2. User Preference 
4.3.3. Profile and History / Interest
4.3.4. Engagement / Focus
4.4. [bookmark: _pflp9zx7qvke][bookmark: _tddgpbddtow4]Group Sourced 
[bookmark: _1mie4ygxol01]Types of Users [ED: add more information about who these users are].
1. [bookmark: _c2fpgr9unc1s]Production users
2. [bookmark: _85am407n11o1]Post production users
3. [bookmark: _x2ym60y357y0]Distribution  users
4. [bookmark: _ur0qe5xo5yn3]Consumption users
[bookmark: _vap6388qu675][ED: Need to complete sections that are currently empty. Consider adding more detail to the overall description of each test case.]
1. [bookmark: _1q8gyaobej5t]Production Use Cases

	1.1. [bookmark: _bsrbsxx715tw]Camera / Sensor based scene capture

	The scene is captured using one or multiple cameras of the types described above. These cameras may capture, 2D, 3D, point cloud, and other types of data associated with the scene. 

 

Figure 1:  Capture capabilities of the DreamVu PAL camera
[image: ]


	Overlap with other use cases / categories

	

	

	Recommended features

	The native capture formats of these cameras have differing image representation formats which will have to be understood and potentially re-formatted several times before final display. Some metadata from these cameras and capture sensors could provide valuable metadata to help inform downstream image preparation and formatting. 

	



	1.2. [bookmark: _crz4opwiklyg]CG Content Based Generation

	The scene is generated by a computer program. 

Figure 1:  Blender 3D is used to design this monkey head scene for viewing on the Looking Glass Factory display. 

[image: ]


	Overlap with other use cases / categories

	

	

	Recommended features

	There is a rich amount of metadata found in CG content that can help inform downstream image preparation and formatting. 


	



	1.3. [bookmark: _wjl9oooocm9s]Hybrid Content Capture and Generation

	The scene is generated by merging a combination of elements from Camera and CG content capture and generation sources.  
Figure 1:  


	Overlap with other use cases / categories

	

	

	Recommended features

	There is a rich amount of metadata found in CG content that can help inform downstream image preparation and formatting. 


	




	1.3.1. [bookmark: _8tcd6k8rh2tf]Pre-calculated geometry / scene

	Use pre calculated geometry for a scene. For example a sports arena can be scanned before the game, and the live event then only needs to transmit the activities on the field and potentially selected areas of interest from the audience. 

 

Figure 1:  Example of virtual fans on a real basketball game. 
[image: ]

	Overlap with other use cases / categories

	Similarly can be used for any sort of set where the scene is pre calculated and the actors are live. 

	

	Recommended features

	Requires previous mapping or scanning of the area. Packaging of scans and maps. 

	

	

	· 
· 


[bookmark: _gmuhi3xv4vpo]
	1.4. [bookmark: _tsxw5isx07j4]Video or Point Cloud converted to polygonal mesh geometry 

	Video captured from cameras or several cameras, or point cloud data captured or generated by any means, is converted to polygonal mesh geometry.  
Figure 1:   Illustrative image from autodesk inventor tutorial 

[image: ]

	Overlap with other use cases / categories

	

	

	Recommended features

	The capability to to ingest from mesh geometry sources. 

	Recommendations on best-practices for point-cloud conversion 

	

	· 
· 



[bookmark: _3tpadzey2luw]
	1.5. [bookmark: _h21h7d9xttyr]Polygonal mesh geometry or point cloud content converted to video 

	Polygonal mesh geometry or point cloud data is converted to 2D / 3D / or multi-view video. 
Figure 1: Using Mesh sampling to convert mesh to point cloud 
[image: ]


	Overlap with other use cases / categories

	

	

	Recommended features

	The capability to ingest from video sources that were generated from polygonal mesh geometry 

	Recommendations on best-practices for conversion from polygonal mesh geometry or point cloud sources to video 

	

	· 
· 



[bookmark: _rqinhp42gsd3]
	1.6. [bookmark: _mlu4vfbsej7i]Slice based capture 

	Content is captured using X-ray, Sonar, MRI,  Ultrasound, computed tomography (CT)

Figure 1:  From Nature Photonics the authors superimposed scattered X-ray light from the mimivirus with scattered X-ray light from a reference sphere (main image). The curvature in the superimposed images from the two objects provided depth information and details about the shape of the virus. The image in the lower right corner is a holographic reconstruction of the virus based on the X-ray diffraction patterns collected during the experiment. Credit: Anatoli Ulmer and Tais Gorkhover / The Technical University of Berlin and SLAC National Accelerator Laboratory
[image: ]

	Overlap with other use cases / categories

	

	

	Recommended features

	The capability to ingest from sources originating from slice based capture. 

	Metadata from the slice based capture tool can be helpful to  inform downstream image preparation and formatting. 



	

	· 


[bookmark: _sxmb318d2qex]
	1.6.1. [bookmark: _yfymh3hbo6ac]Slice Reconstructed Holographic content 

	DICOM images are stacked, created a 3D image where the x,y,z pixel locations are derived from 2D slice x and y positions and the z axis pixel / voxel / point positioning is derived from T which is the temporal differences between slices.
Figure 1: Single  2D slice from a larger series displaced slices represented on NanoAR transparent display - Image courtesy of HoloPert Holographics
[image: ]
Figure 2: 3D reconstruction from the above series of slices shown on NanoAR transparent display -  Image courtesy of HoloPert Holographics
[image: ] 


	Overlap with other use cases / categories

	

	

	Recommended features

	The capability to ingest from sources originating from slice based capture. 

	Metadata from the slice based capture tool can be helpful to  inform downstream image preparation and formatting. 



	

	· 


[bookmark: _p8oaqioq0ecn]
	1.7. [bookmark: _7nepnllkmpd8]PhotogrammetryPhotogrammetry 

	Depth map or point clouds can be generated by recording the scene from different viewpoints for example from a drone capturing ground topology, or a smartphone or series of smartphones recording the scene from different angles. A scenario can be imagined where a popular mobile app motivates its users to take images of the same scene from many perspectives over time, effectively crowdsourcing the point cloud data. 
Figure 1: iPhone app illustrating photogrammetry 
[image: ]


	Overlap with other use cases / categories

	

	

	Recommended features

	Areas more frequently scanned by multiple users may have more complete point clouds and depth map data. Trending scenes may be popularly used to host holographic actors and scenarios. 

	

	

	· 
· 



	
	1.8. [bookmark: _sgxg9ly4h2zb]Capture Environment  

	Figure 1:  Inside out cs. outside in capture environment 
[image: ]

	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 




2. [bookmark: _utpoz3k9kgxo]Post Production Use Cases
[bookmark: _d28vacle4yrd]
	2.1. [bookmark: _42yrgck2drep]Production Representation before mastering  

	Post production users may represent content as CG, Video, or Hybrid processed 
Figure 1:  


	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 




3. [bookmark: _xtaze7m8zyg7]Distribution Use Cases 
[bookmark: _og1a9vif7ise]
	3.1. [bookmark: _d6agyrpw72dz]Content Mastering 

	A holographic and interoperable mastering format can provide a standard for a single, interchangeable master file format and structure for the distribution of immersive and holographic content. 
Figure 1:  Reference diagram of SMPTE IMF which can be thought of as a corollary. 
[image: ]


	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 



[bookmark: _nzlphaxa50ba]
	3.2. [bookmark: _764g9o9zvd4b]Content Packaging  

	Just as the previous use-case could be seen as a corollary to IMF, content packaging can be seen as a corollary to currently used video encoding. CG, Video, or Hybrid content is packaged for distribution. 
Figure 1:  Light field compression using Eigen textures 
Figure 2. Tutorial on point cloud compression technologies
[image: ]
[image: ]

	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 



[bookmark: _wgawketk0t9b]
	3.3. [bookmark: _1qob8lbz1j0o]Content Distribution  

	Immersive content is distributed through IP networks including 5G and web.
Figure 1:  Previous Dash-PC proposal 
[image: ]


	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 



[bookmark: _vdlg30q6mb8h]
	3.4. [bookmark: _aoib8v63138m]Reconcile network/end-client capabilities/characteristics with content’s requirements (technical or creative or SLA) 

	Understand the consumption user’s display and rendering capabilities and reconcile that with the content’s technical features, creative or SLA restrictions. 
Figure 1:  Video transcoding service architecture
[image: ]

	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 




	3.5. [bookmark: _z61zv1xwkgwf]Format Preparation (Can be done on the cloud or at the display / receiver) 

	Pre-process, render, or transcode the distributed content. 
Figure 1:  View adaptive resolution using convolutional neural network (videocoin / VVC)
[image: ]

	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 




	3.5.1. [bookmark: _2ns3ij79c7cf]Get / Set Transparency 

	Set the level of transparency from the background elements from fully transparent to opaque. This may be dependent on user preference,  creative direction,  or detected display capability. Certain displays require transparency information to display immersive imagery. For example NanoAR™ and Swept displays treat black pixels as transparent, but could just as well take in a transparency map. 
Figure 1:  Example transparency / opacity / alpha map 
[image: ]

	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 




4. [bookmark: _bk49or64tdfk]Consumption and Interactive Use Cases 


	4.1. [bookmark: _k0en55bcrm58]Device agnostic display

	Content is delivered simultaneously to 2D display, volumetric display, swept display, and others. 
Figure 1:  


	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 




	4.2. [bookmark: _yl6wnsmf18bg]Interactive Display Concept 

	Content may be altered locally or in the cloud based on a user’s interaction. 
Figure 1:  


	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 





	4.2.1. [bookmark: _iph45owsd9s5]Render objects and actors according to local conditions

	Immersive content is sent to the user, it may be rendered and displayed based on users environmental conditions. Examples could be time of day / night. Interactive elements based on the user's environment, like actor or objects on the viewer's coffee table.  Mood and stance of actors based on viewers contextual preference. Scene taking place with actors in the users pre rendered home instead of the default home from the content source. The geometry of an area can be further improved by combining samples from multiple user's captures, for example different users use 3D sensors on mobile devices to scan the environment from different angles. 
Figure 1:  Interactive g[image: ]ame content AI adapts to user’s behavior and profile



	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 




	4.2.2. [bookmark: _miwibk1gfeb2]Crowdsourced viewpoints

	Based on the trending input of multiple users, the viewpoint and object of interest is changed.
Figure 1:  Crowdsourced multi-view live streaming system 
[image: ]


	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 




	4.2.3. [bookmark: _3elltrk4iv3]Viewpoint perspective logging 

	The user's viewpoint and perspective is logged. If the user is experiencing a murder-mystery and observes a clue, then some additional content may be enabled or disabled based on the users observation. 
Figure 1:  Heat map shows observed and unobserved objects of interest 
[image: ]

	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 




	4.2.4. [bookmark: _y5eys8tc2hnh]Custom UI 

	Users can view custom information, widgets UI, in 3D space that may or may not correspond with the content 
Figure 1:  UI elements in Hololens program 
[image: ]


	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 



[bookmark: _7lhmh1vu8v1g]
	4.2.5. [bookmark: _70xhgnanjaia]Weighted perspective defaults 

	Based on hueristics a viewpoint is calculated. For example, if the highest degree of interaction from multiple users for a certain type of sports play is a certain perspective, show that as default. 
Figure 1:  A view of the entire baseball diamond
[image: ]


	Overlap with other use cases / categories

	

	

	Recommended features

	

	

	

	· 
· 



[bookmark: _nd3cj96p9nle]
[bookmark: _wba05ba15tdz]Conclusions
· Deep Neural Networks can be present in multiple areas across the ecosystem,, with tasks ranging from instance / semantic segmentation, scene reconstruction, feature extraction, point cloud processing and more. A framework supporting convolutional neural network models of scalable complexity that output to defined enhancement layers can be implemented to realize common use-cases. 
· The Mastering format and distribution format must be robust enough to handle the above described input sources and formats
· Special care should be taken to discuss and account for the renderer which itself should have some intelligence about the rest of the ecosystem
· Software use-cases can be created to show proof of concept content flow from creation to interactive display on the various display types enumerated above  

[bookmark: _r8cggbx71o4m]
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Figure 2. Inside-out vs. outside-in tracking (Image: Ishii, 2010)
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Camera Angles For Baseball

Though capturing a baseball game might initially feel overwhelming, you
really only need one angle to start out. Film the game from a slightly
elevated position behind the catcher to show your audience the entire
diamond.

' EMOR 0 “EEWSNCNN 2 Outs

Image: Emory University's Baseball Program

If you're interested in taking your baseball and softball broadcasts to the next
level, check out this video:
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, your Blender plugin is working ! Congrats :D
Can't wait for the next step
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