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[bookmark: _Toc61525427]Introduction

[bookmark: _Hlk53291559]The MPEG Technical Requirements Working Group (WG 2) is studying the standardization of coding technologies of unprocessed or processed video for machine intelligence use cases. Those technologies are expected to be with a compression capability that exceeds that of state-of-the-art video coding standard to fulfill a single or multiple machine intelligent tasks, or optionally to support hybrid machine/human vision at sufficient quality.
To better coordinate this study, WG 2 created a Video Coding for Machines (VCM) Ad-hoc Group (AhG) to investigate the use cases and requirements [1], test conditions, evaluation methodologies [2], and potential coding technologies. Two specific technologies require evidence:
· Efficient compression of processed or unprocessed video
· The shared backbone of feature extraction 
[bookmark: _Hlk53292283]These technologies can be used in (a) a single machine task, (b) multiple machine tasks, or (c) hybrid machine/human-vision tasks.  The VCM AhG is considering to issue multiple rounds of Call for Evidence (CfE) to cover the full scope of VCM as defined in the draft requirements and the use cases document [1]. 
The first round of CfE focuses mainly on the “compression efficiency”.
This CfE requests information regarding video compression technology that has compression performance beyond that of Versatile Video Coding (VVC) for machine-only consumption as well as hybrid machine/human consumption. Evaluation of the submissions in response to the CfE will be performed at the 134th MPEG, as further described below. Depending on the result of the evaluation, a formal Call for Proposals (CfP) is likely to be issued in preparation for starting a formal standardization project.
Companies and organizations that have developed compression technologies (for machine-vision or machine/human-vision consumptions) with compression capability better than that of the anchors provided in the MPEG-VCM evaluation framework document [2] are kindly invited to bring such information to WG 2 in response to this CfE.
[bookmark: _Toc53398505][bookmark: _Toc53401531][bookmark: _Toc53401575][bookmark: _Toc53458252][bookmark: _Toc53542219][bookmark: _Toc53542262][bookmark: _Toc53586057][bookmark: _Toc53586100][bookmark: _Toc53586411][bookmark: _Toc53587074][bookmark: _Toc53591513][bookmark: _Toc53613727][bookmark: _Toc53613770][bookmark: _Toc53647754][bookmark: _Toc53648204][bookmark: _Toc53386539][bookmark: _Toc53398506][bookmark: _Toc53401532][bookmark: _Toc53401576][bookmark: _Toc53458253][bookmark: _Toc53542220][bookmark: _Toc53542263][bookmark: _Toc53586058][bookmark: _Toc53586101][bookmark: _Toc53586412][bookmark: _Toc53587075][bookmark: _Toc53591514][bookmark: _Toc53613728][bookmark: _Toc53613771][bookmark: _Toc53647755][bookmark: _Toc53648205][bookmark: _Toc53386540][bookmark: _Toc53398507][bookmark: _Toc53401533][bookmark: _Toc53401577][bookmark: _Toc53458254][bookmark: _Toc53542221][bookmark: _Toc53542264][bookmark: _Toc53586059][bookmark: _Toc53586102][bookmark: _Toc53586413][bookmark: _Toc53587076][bookmark: _Toc53591515][bookmark: _Toc53613729][bookmark: _Toc53613772][bookmark: _Toc53647756][bookmark: _Toc53648206][bookmark: _Toc53386541][bookmark: _Toc53398508][bookmark: _Toc53401534][bookmark: _Toc53401578][bookmark: _Toc53458255][bookmark: _Toc53542222][bookmark: _Toc53542265][bookmark: _Toc53586060][bookmark: _Toc53586103][bookmark: _Toc53586414][bookmark: _Toc53587077][bookmark: _Toc53591516][bookmark: _Toc53613730][bookmark: _Toc53613773][bookmark: _Toc53647757][bookmark: _Toc53648207][bookmark: _Toc53386542][bookmark: _Toc53398509][bookmark: _Toc53401535][bookmark: _Toc53401579][bookmark: _Toc53458256][bookmark: _Toc53542223][bookmark: _Toc53542266][bookmark: _Toc53586061][bookmark: _Toc53586104][bookmark: _Toc53586415][bookmark: _Toc53587078][bookmark: _Toc53591517][bookmark: _Toc53613731][bookmark: _Toc53613774][bookmark: _Toc53647758][bookmark: _Toc53648208][bookmark: _Toc53386543][bookmark: _Toc53398510][bookmark: _Toc53401536][bookmark: _Toc53401580][bookmark: _Toc53458257][bookmark: _Toc53542224][bookmark: _Toc53542267][bookmark: _Toc53586062][bookmark: _Toc53586105][bookmark: _Toc53586416][bookmark: _Toc53587079][bookmark: _Toc53591518][bookmark: _Toc53613732][bookmark: _Toc53613775][bookmark: _Toc53647759][bookmark: _Toc53648209][bookmark: _Toc53386544][bookmark: _Toc53398511][bookmark: _Toc53401537][bookmark: _Toc53401581][bookmark: _Toc53458258][bookmark: _Toc53542225][bookmark: _Toc53542268][bookmark: _Toc53586063][bookmark: _Toc53586106][bookmark: _Toc53586417][bookmark: _Toc53587080][bookmark: _Toc53591519][bookmark: _Toc53613733][bookmark: _Toc53613776][bookmark: _Toc53647760][bookmark: _Toc53648210][bookmark: _Toc53386545][bookmark: _Toc53398512][bookmark: _Toc53401538][bookmark: _Toc53401582][bookmark: _Toc53458259][bookmark: _Toc53542226][bookmark: _Toc53542269][bookmark: _Toc53586064][bookmark: _Toc53586107][bookmark: _Toc53586418][bookmark: _Toc53587081][bookmark: _Toc53591520][bookmark: _Toc53613734][bookmark: _Toc53613777][bookmark: _Toc53647761][bookmark: _Toc53648211][bookmark: _Toc53386546][bookmark: _Toc53398513][bookmark: _Toc53401539][bookmark: _Toc53401583][bookmark: _Toc53458260][bookmark: _Toc53542227][bookmark: _Toc53542270][bookmark: _Toc53586065][bookmark: _Toc53586108][bookmark: _Toc53586419][bookmark: _Toc53587082][bookmark: _Toc53591521][bookmark: _Toc53613735][bookmark: _Toc53613778][bookmark: _Toc53647762][bookmark: _Toc53648212][bookmark: _Toc53386547][bookmark: _Toc53398514][bookmark: _Toc53401540][bookmark: _Toc53401584][bookmark: _Toc53458261][bookmark: _Toc53542228][bookmark: _Toc53542271][bookmark: _Toc53586066][bookmark: _Toc53586109][bookmark: _Toc53586420][bookmark: _Toc53587083][bookmark: _Toc53591522][bookmark: _Toc53613736][bookmark: _Toc53613779][bookmark: _Toc53647763][bookmark: _Toc53648213][bookmark: _Toc53386548][bookmark: _Toc53398515][bookmark: _Toc53401541][bookmark: _Toc53401585][bookmark: _Toc53458262][bookmark: _Toc53542229][bookmark: _Toc53542272][bookmark: _Toc53586067][bookmark: _Toc53586110][bookmark: _Toc53586421][bookmark: _Toc53587084][bookmark: _Toc53591523][bookmark: _Toc53613737][bookmark: _Toc53613780][bookmark: _Toc53647764][bookmark: _Toc53648214][bookmark: _Toc53386549][bookmark: _Toc53398516][bookmark: _Toc53401542][bookmark: _Toc53401586][bookmark: _Toc53458263][bookmark: _Toc53542230][bookmark: _Toc53542273][bookmark: _Toc53586068][bookmark: _Toc53586111][bookmark: _Toc53586422][bookmark: _Toc53587085][bookmark: _Toc53591524][bookmark: _Toc53613738][bookmark: _Toc53613781][bookmark: _Toc53647765][bookmark: _Toc53648215][bookmark: _Toc53386550][bookmark: _Toc53398517][bookmark: _Toc53401543][bookmark: _Toc53401587][bookmark: _Toc53458264][bookmark: _Toc53542231][bookmark: _Toc53542274][bookmark: _Toc53586069][bookmark: _Toc53586112][bookmark: _Toc53586423][bookmark: _Toc53587086][bookmark: _Toc53591525][bookmark: _Toc53613739][bookmark: _Toc53613782][bookmark: _Toc53647766][bookmark: _Toc53648216][bookmark: _Toc53386551][bookmark: _Toc53398518][bookmark: _Toc53401544][bookmark: _Toc53401588][bookmark: _Toc53458265][bookmark: _Toc53542232][bookmark: _Toc53542275][bookmark: _Toc53586070][bookmark: _Toc53586113][bookmark: _Toc53586424][bookmark: _Toc53587087][bookmark: _Toc53591526][bookmark: _Toc53613740][bookmark: _Toc53613783][bookmark: _Toc53647767][bookmark: _Toc53648217][bookmark: _Toc53386552][bookmark: _Toc53398519][bookmark: _Toc53401545][bookmark: _Toc53401589][bookmark: _Toc53458266][bookmark: _Toc53542233][bookmark: _Toc53542276][bookmark: _Toc53586071][bookmark: _Toc53586114][bookmark: _Toc53586425][bookmark: _Toc53587088][bookmark: _Toc53591527][bookmark: _Toc53613741][bookmark: _Toc53613784][bookmark: _Toc53647768][bookmark: _Toc53648218][bookmark: _Toc53386553][bookmark: _Toc53398520][bookmark: _Toc53401546][bookmark: _Toc53401590][bookmark: _Toc53458267][bookmark: _Toc53542234][bookmark: _Toc53542277][bookmark: _Toc53586072][bookmark: _Toc53586115][bookmark: _Toc53586426][bookmark: _Toc53587089][bookmark: _Toc53591528][bookmark: _Toc53613742][bookmark: _Toc53613785][bookmark: _Toc53647769][bookmark: _Toc53648219][bookmark: _Toc53386554][bookmark: _Toc53398521][bookmark: _Toc53401547][bookmark: _Toc53401591][bookmark: _Toc53458268][bookmark: _Toc53542235][bookmark: _Toc53542278][bookmark: _Toc53586073][bookmark: _Toc53586116][bookmark: _Toc53586427][bookmark: _Toc53587090][bookmark: _Toc53591529][bookmark: _Toc53613743][bookmark: _Toc53613786][bookmark: _Toc53647770][bookmark: _Toc53648220][bookmark: _Toc53386555][bookmark: _Toc53398522][bookmark: _Toc53401548][bookmark: _Toc53401592][bookmark: _Toc53458269][bookmark: _Toc53542236][bookmark: _Toc53542279][bookmark: _Toc53586074][bookmark: _Toc53586117][bookmark: _Toc53586428][bookmark: _Toc53587091][bookmark: _Toc53591530][bookmark: _Toc53613744][bookmark: _Toc53613787][bookmark: _Toc53647771][bookmark: _Toc53648221][bookmark: _Toc53386556][bookmark: _Toc53398523][bookmark: _Toc53401549][bookmark: _Toc53401593][bookmark: _Toc53458270][bookmark: _Toc53542237][bookmark: _Toc53542280][bookmark: _Toc53586075][bookmark: _Toc53586118][bookmark: _Toc53586429][bookmark: _Toc53587092][bookmark: _Toc53591531][bookmark: _Toc53613745][bookmark: _Toc53613788][bookmark: _Toc53647772][bookmark: _Toc53648222][bookmark: _Toc53386557][bookmark: _Toc53398524][bookmark: _Toc53401550][bookmark: _Toc53401594][bookmark: _Toc53458271][bookmark: _Toc53542238][bookmark: _Toc53542281][bookmark: _Toc53586076][bookmark: _Toc53586119][bookmark: _Toc53586430][bookmark: _Toc53587093][bookmark: _Toc53591532][bookmark: _Toc53613746][bookmark: _Toc53613789][bookmark: _Toc53647773][bookmark: _Toc53648223][bookmark: _Toc53386558][bookmark: _Toc53398525][bookmark: _Toc53401551][bookmark: _Toc53401595][bookmark: _Toc53458272][bookmark: _Toc53542239][bookmark: _Toc53542282][bookmark: _Toc53586077][bookmark: _Toc53586120][bookmark: _Toc53586431][bookmark: _Toc53587094][bookmark: _Toc53591533][bookmark: _Toc53613747][bookmark: _Toc53613790][bookmark: _Toc53647774][bookmark: _Toc53648224][bookmark: _Toc53386559][bookmark: _Toc53398526][bookmark: _Toc53401552][bookmark: _Toc53401596][bookmark: _Toc53458273][bookmark: _Toc53542240][bookmark: _Toc53542283][bookmark: _Toc53586078][bookmark: _Toc53586121][bookmark: _Toc53586432][bookmark: _Toc53587095][bookmark: _Toc53591534][bookmark: _Toc53613748][bookmark: _Toc53613791][bookmark: _Toc53647775][bookmark: _Toc53648225][bookmark: _Toc53386560][bookmark: _Toc53398527][bookmark: _Toc53401553][bookmark: _Toc53401597][bookmark: _Toc53458274][bookmark: _Toc53542241][bookmark: _Toc53542284][bookmark: _Toc53586079][bookmark: _Toc53586122][bookmark: _Toc53586433][bookmark: _Toc53587096][bookmark: _Toc53591535][bookmark: _Toc53613749][bookmark: _Toc53613792][bookmark: _Toc53647776][bookmark: _Toc53648226][bookmark: _Toc53386561][bookmark: _Toc53398528][bookmark: _Toc53401554][bookmark: _Toc53401598][bookmark: _Toc53458275][bookmark: _Toc53542242][bookmark: _Toc53542285][bookmark: _Toc53586080][bookmark: _Toc53586123][bookmark: _Toc53586434][bookmark: _Toc53587097][bookmark: _Toc53591536][bookmark: _Toc53613750][bookmark: _Toc53613793][bookmark: _Toc53647777][bookmark: _Toc53648227][bookmark: _Toc53386562][bookmark: _Toc53398529][bookmark: _Toc53401555][bookmark: _Toc53401599][bookmark: _Toc53458276][bookmark: _Toc53542243][bookmark: _Toc53542286][bookmark: _Toc53586081][bookmark: _Toc53586124][bookmark: _Toc53586435][bookmark: _Toc53587098][bookmark: _Toc53591537][bookmark: _Toc53613751][bookmark: _Toc53613794][bookmark: _Toc53647778][bookmark: _Toc53648228][bookmark: _Toc53386563][bookmark: _Toc53398530][bookmark: _Toc53401556][bookmark: _Toc53401600][bookmark: _Toc53458277][bookmark: _Toc53542244][bookmark: _Toc53542287][bookmark: _Toc53586082][bookmark: _Toc53586125][bookmark: _Toc53586436][bookmark: _Toc53587099][bookmark: _Toc53591538][bookmark: _Toc53613752][bookmark: _Toc53613795][bookmark: _Toc53647779][bookmark: _Toc53648229][bookmark: _Toc61525428]Timeline

	2021-01-15
	Release of Call for Evidence document

	2021-01-31
	Availability of neural networks, test data, and description for the respective use cases. Pointers for the datasets for training and evaluation are described in [1] and [2].
The URL link for having access to the above material: https://mpegfs.int-evry.fr/mpegcontent/ws-mpegcontent/Explorations/VCM/

	2021-03-21
	Registration deadline for intend to response

	2021-04-12
	Deadline for electronic submission of binaries, bitstream results

	2021-04-19
	Deadline for submission of descriptions (MPEG input contribution) of approaches and evaluation results (for both the evaluation process of feature compression and a shared backbone)

	2021-04-22/30
	Evaluation of responses - the CfE will be evaluated at the 134th MPEG


[bookmark: _Toc53647796][bookmark: _Toc53648246][bookmark: _Toc61525429][bookmark: _Ref465331424]System Overview
The generic system architecture that contains a pair of VCM encoder and decoder is shown in Fig 1.
	[image: ]
Fig1. Pipeline for VCM

	[image: ]
Fig 2. An example of potential VCM architecture


Fig 2 shows an example of a potential VCM architecture. The VCM codec could be a video codec, a feature codec, or both. Regarding the detailed examples of VCM pipelines, refer to the use cases and draft requirements for Video Coding for Machines [1].
[bookmark: _Toc61525430]Test Conditions
A set of relevant use cases, tasks, related requirements, as well as reference test cases (anchors) are described in [1] and [2] for machine-vision, and hybrid machine/human-vision consumptions. This document contains information on how to provide evidence for these test cases.
MPEG VCM has identified the following test cases:
· Machine-vision tasks
a. Single-task test cases
b. Multi-task test cases
· Hybrid machine/human-vision tasks 
a. Multi-task test cases
Submitters are encouraged (but not required) to submit their results for all test cases. However, submitters are required to provide their results for at least one dataset for the given test case.

[bookmark: _Toc61525431]Evaluation Methods and Procedures 
[bookmark: _Toc61525432]Anchors and Datasets Definition and Requirements
VVC/H.266 codec with software version VTM-8.2 is used as the reference (anchor) for the performance evaluation of the MPEG-VCM codec. Decoded video/feature shall be tested for one or more key tasks per specific test cases and compare the performance results against the provided anchors.  At the current stage of this CfE, the following key tasks are identified for the MPEG-VCM performance evaluation: 
· Still Images
· Object Detection 
· Object (Instance) Segmentation 
· Video
· Object Tracking
· Action Recognition
· Pose Estimation
Table 1 shows the VCM tasks along with their metrics, datasets, benchmarks, training, and test condition testing description.
[bookmark: _Ref53391496]Table 1 Test conditions, key tasks, metrics, datasets, benchmarks for various tasks
	[bookmark: _Hlk53389928]Task
	Metrics
	Datasets
	Benchmarks
	Training/Testing

	Object Detection
	mAP
vs 
BPP/Rate
PSNR
	Open Images
Compressed
(Image)
	https://storage.googleapis.com/openimages/web/index.html
	Version 6.

	
	
	FLIR Thermal Dataset
[Compressed]
(Image)
	https://www.flir.com/oem/adas/adas-dataset-form/
	Ability to sense thermal infrared radiation or heat

	Object (Instance) Segmentation
	mAP
vs 
BPP/Rate
	Open Images
Compressed
(Image)
	https://storage.googleapis.com/openimages/web/index.html
	Version 6.

	Object Tracking
	MOTA/PSNR
vs 
Rate/BPP
	HiEve-10
[Uncompressed]
(video)
	http://humaninevents.org/

	SJTU - Human in Event
HiEve-10 has 7 training videos and 3 testing videos


	Action Recognition
	Frame-mAP/PSNR
Vs
Rate/BPP
	HiEve-10
[Uncompressed]
(video)
	http://humaninevents.org/

	SJTU - Human in Event
HiEve-10 has 7 training videos and 3 testing videos


	Pose Estimation
	AP/PSNR
vs
Rate/BPP
	HiEve-10
[Uncompressed]
(video)
	http://humaninevents.org/

	SJTU - Human in Event
HiEve-10 has 7 training videos and 3 testing videos


	Hybrid Machine / Human Vision
	BD-PerVal
(mAP/MOTA, SSIM, PSNR vs. BPP/Rate)
	Any combination of listed Datasets
(video)
	See above
	See above



[bookmark: _Toc61525433]Machine-vision tasks
The anchors for the test cases are provided in the MPEG-VCM evaluation framework document [2].  Both a single task and multi-task are considered for machine-only test cases.
[bookmark: _Toc53398535][bookmark: _Toc53401563][bookmark: _Toc53401607][bookmark: _Toc53458284][bookmark: _Toc53542251][bookmark: _Toc53542294][bookmark: _Toc53586089][bookmark: _Toc53586132][bookmark: _Toc53586443][bookmark: _Toc53587106][bookmark: _Toc53591545][bookmark: _Toc53613759][bookmark: _Toc53613802][bookmark: _Toc53647804][bookmark: _Toc53648254][bookmark: _Toc61525434]Single-task test cases
[bookmark: _Hlk53391686]For machine-vision single-task test cases, the datasets and tasks listed in Table 1 are encouraged to be used.  Submitters are required to provide at least one machine task result(s). Submissions of test cases for machine-vision single task 
· shall use the same compression technologies for all tasks listed in the test case,
· may generate different bitstreams for different tasks,
· shall indicate if any parameters of compression are adjusted per task or per dataset.
[bookmark: _Toc61525435]Multi-task test cases
[bookmark: _Hlk53397708]For machine-vision multi-task test cases, any combination of datasets and tasks listed in Table 1  is encouraged to be used.  The provision of test results for machine-vision multi-task test cases is desirable (but not mandatory) for this CfE. Submissions of test cases for machine-vision multi-task shall 
· use the same compression technologies and generate one bitstream for multiple tasks listed in the test case,
· indicate if any parameters of compression are adjusted per data
[bookmark: _Toc61525436]Machine-vision performance metrics
[bookmark: _Hlk53395617][bookmark: _Hlk61504419][bookmark: _Hlk53541727][bookmark: _Hlk53591073]For machine-vision test cases, submitters shall report BD-rate (mAP/MOTA vs. BPP/bitrate). mAP/MOTA is used to measure the codec performance, while bits per pixel (BPP) is used to measure the cost associated with the storage/transmission of the generated VCM bitstream.  The performance range shall cover the provided anchors with no less than 4 test points in the range.  The performance curves shall be compared to the anchors using the BD-PerVal (BD-Rate, BD-mAP, or BD-MOTA) functions as specified in the reporting MPEG-VCM template document [3].  For multi-task test cases, the results of each test case should be provided separately.  In addition to specifying the test performance metrics for each task distinctively;  optionally, the submitter can provide a joint performance metric for machine multi-task test cases.  The joint performance metric for multiple tasks can be specified as a function of one or more task metrics.  For example, a joint performance metric can be defined as a function of a single task (priority-based) metric or a weighted-average of multiple task metrics.

[bookmark: _Toc61525437]Hybrid machine/human-vision tasks
[bookmark: _Hlk53398071][bookmark: _Hlk53406770]For hybrid machine/human-vision test cases, any combination of datasets and tasks listed in Table 1 is encouraged to be used.  The provision of test results for hybrid machine/human-vision test cases is desirable (but not mandatory) for this CfE. Submissions of test cases for hybrid machine/human consumption 
· shall use the same compression technologies and generate one bitstream for multiple tasks listed in the machine test case as well as human vision,
· may have additional bitstream for human vision use cases,
· indicate if any parameters of compression are adjusted per dataset.
[bookmark: _Toc61525438]Hybrid machine/human-vision performance metrics
[bookmark: _Hlk53392659]For hybrid machine/human-vision test cases, submitters shall report BD-PerVal (mAP/MOTA, SSIM, PSNR vs. BPP/bitrate). BD-PerVal should be calculated in the way as other standardization groups, e.g. JVET. The performance range shall cover the provided anchors with no less than 4 test points in the range. The performance curves shall be compared to the anchor performance curves using the BD-rate functions as specified in the MPEG-VCM BD-PerVal reporting template [3].  For hybrid machine/human multi-task test cases, the results of each (machine or human) test case should be provided separately. In addition to specifying the test performance metrics for each task distinctively;  optionally, the submitter can provide a joint performance metric for machine/humane multi-task test cases.  The joint performance metric for multiple tasks can be specified as a function of one or more task metrics.  For example, a joint performance metric can be defined as a function of a single task (priority-based) or a weighted-average of multiple task metrics.

[bookmark: _Toc61525439]Submission Requirements
The submitter shall submit an input contribution to the 134th  MPEG meeting with documentation of the compression technology. The following material is to be submitted electronically no later than 2021-04-12. The material shall also be presented to the 134th MPEG meeting for discussion.
The submission shall contain but is not limited to:
· compressed video bitstreams of at least one test case,
· executable decoders and task-specific model to fulfil the tasks, if applicable, 
· filled-in reporting template [3] with compression efficiency (BD-rate with mAP/MOTA), HW/SW configurations, runtime complexity, and memory consumption measurements,
· comparison of compression efficiency versus to the given anchor, 
· a description of the pipeline and the compression approach.

In case of any modification of the network, the submitter shall provide the description of their modified network, the reference datasets if this network is retrained.

For the case of one bitstream supporting multiple tasks, additional information that the submission may contain is:
· preferably a description of the shared backbone of feature extraction,
· indication of whether joint training occurred and on which dataset the trained feature extractor weights were provided.
For the hybrid machine/human vision case, additional information that the submission may contain is:
· filled-in reporting template [3] with compression efficiency (BD-rate with PSNR/MS-SSIM), runtime complexity, and memory consumption measurements.

[bookmark: _Toc61525440]Participation fee
Participation in the call will not be associated with any fee.


[bookmark: _Ref465329326][bookmark: _Toc61525441]Logistics
Prospective contributors of responses to the Call for Evidence should contact the following people:
Igor Curcio (WG2 Convenor)
Nokia Technologies
[bookmark: _Hlk44442092]Tel. +x xxxxxxxxxx, email igor.curcio@nokia.com


M. Rafie
Gyrfalcon Technology Inc (GTI)
Tel. +1 4082059400, email m.rafie@gyrfalcontech.com

Yuan Zhang
China Telecom
Tel. +86 18918588990, email zhangy666@chinatelecom.cn

Shan Liu
Tencent
Tel. +1 4082427048, email shanl@tencent.com


· Expressions of interest to submit a response shall be made by contacting the people above on or before 2021-03-21. Interested parties are kindly invited to express their intent as early as possible. 
· Details on how to format and submit documents, bitstreams, and other required data will be communicated directly to those who express interest in participation.

Details for access to the test data and tools for evaluation can be found in [2], for further questions contact one of the above individuals.
References

[1] 	m56227, "Use cases and draft requirements for Video Coding for Machines," Online, Jan 2021.
[2] 	m56228, "Evaluation Framework for Video Coding for Machines," Online, Jan 2021.
[3] 	C. Hollmann, (Ericsson), S. Liu, W. Gao, X. Xu and (Tencent), "m56252_[VCM] On VCM Reporting Template," Jan 2021.
[4] 	K. Andersson, F. Bossen, J.-R. Ohm, A. Segall, R. Sjöberg and J. S. a. G. J. Sullivan, "Summary information on BD-rate experiment evaluation practices. JVET-Q2016 (w19168)," Jan 2020.




2

image2.emf
 


image3.png
Human
Video > Vision
Decoding

Transmission
> of encoded =

Sensor output
bitstream

(Video/feature) ]

N e

Feature

Encodi

Interface for Interface for
NN

NN





image1.jpeg




