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Information technology — Coded representation of immersive media — Part 13: Multi-Decoder Video Interface for Immersive Media
1 [bookmark: _Toc353342669][bookmark: _Toc77850777]Scope
This document specifies the control, input, and output interfaces of a video decoding engine as well as the operations that can be performed by this video decoding engine: input formatting on elementary streams, time locking of decoded sequences and metadata streams, output formatting of decoded sequences and metadata streams, and the API for the application to control these operations.
2 [bookmark: _Toc353342670][bookmark: _Toc77850778]Normative references
The following documents are referred to in the text in such a way that some or all of their content constitutes requirements of this document. For dated references, only the edition cited applies. For undated references, the latest edition of the referenced document (including any amendments) applies.
ISO/IEC 23008-2 Information technology — High efficiency coding and media delivery in heterogeneous environments — Part 2: High efficiency video coding
ISO/IEC 23090-3 Information technology — Coded representation of immersive media — Part 3: Versatile video coding
ISO/IEC 19516 Information technology — Object management group — Interface definition language (IDL) 4.2
3 [bookmark: _Toc30062011][bookmark: _Toc30062012][bookmark: _Toc30062013][bookmark: _Toc353342671][bookmark: _Toc77850779]Terms and definitions
For the purposes of this document, the following terms and definitions apply.
3.1
elementary stream
stream of data composed of a sequence of access units
[Editor's note] There is need to either redefine an ES in VDI or to create a new term. The definition in MPEG-4 part 1 may no longer indeed apply as an “ES” in VDI may be decoded by multiple decoder instances after split by the input formatting which contradicts the original definition of an ES “consecutive flow of mono-media data from a single source entity to a single destination entity on the compression layer”)
3.2
metadata stream
TBD
[Editor's note] At MPEG #134, it has been identified that definition of ‘metadata stream’ is needed. One good example would be metadata track for V3C content. However, there is no ‘stream’ concept for metadata. It is simply serious of ISOBMFF file samples.
3.1
video object
independently decodable substream of a video elementary stream
Note 1 to entry: Examples of data type are visual textures, depth maps, occupancy maps, etc…
3.2
video object identifier
an integer identifying a video object
4 [bookmark: _Toc30062015][bookmark: _Toc77850780][bookmark: _Toc353798249]Timeline
The expected timeline for this specification is:
· CD in July 2021
· FDIS April 2022
Motivations
[Editor's note] Will be removed for CD stage.
The goal of this specification is to provide enablers to integrate efficiently MPEG-I technologies into existing media ecosystems such as hardware video decoding platform, GPU rendering pipeline, etc.
To this end, the following structure is suggested:
1. Define a generic part of the video decoding interfaces which is codec-agnostic:
a. Define bindings of this video decoding interface with example technologies
b. Use the Khronos OpenMAX™ as a first binding to progress the work
2. Define the video decoder interface in a codec-agnostic way (as defined in the "Requirements on Immersive Media Access and Delivery" N18654) and the associated operations on video objects (from the "Thoughts on Immersive Media Decoding Interface for VVC" N18615):
a. Define a binding for VVC using the layer feature of VVC to instantiate the concept of video objects
b. Define a binding for HEVC using a tile/slice to instantiate the concept of video objects
3. Develop software to illustrate and verify the successful integration with external ecosystems:
a. A sample software leveraging the video decoding interface based on Khronos OpenMAX™
b. A Test Model for manipulating video elementary bitstreams following the N18615
5 [bookmark: _Toc77850794]Video Decoding Engine
[bookmark: _Toc77850795]General
The Video Decoding Engine (VDE) enables the decoding, the synchronisation and the formatting of one or more elementary streams fed through the Input Video Decoding Interface (IVDI) of the VDE and provided to the subsequent elements of the rendering pipeline via the Output Video Decoding Interface (OVDI). The VDE extracts and merges independently coded regions of a set of input elementary streams and generates new set of elementary streams fed to the video decoder instances running inside the engine through the input formatting function. The VDE would execute a merging operation on the elementary streams when the number of video decoder instances is lower than the number of input elementary streams. Conversely, the VDE would execute an extraction operation when the number of video decoder instances is greater than the number of input elementary streams.
Figure 1 represents Figure 1 presents the architecture for the VDE  and the associated IVDI and OVDI interfaces.
Figure 2 depicts an architecture for handling multiple video decoder instances on a single hardware platform. In this scenario, one or more video decoder instances running on the same video decoder hardware engine are exposed to the application layer in form of several decoder instances each with their own interfaces.
[image: ]


[bookmark: _Ref77859855]Figure 1 — Video Decoding Engine and interfaces
[bookmark: _Ref21432493][bookmark: _Ref21506450]Figure 1 - Video Decoding Engine and interfaces

Figure 2 depicts an architecture for handling multiple video decoder instances on a single hardware platform. In this scenario, one or more video decoder instances running on the same video decoder hardware engine are exposed to the application layer in form of several decoder instances each with their own interfaces.


[image: ]
[bookmark: _Ref77779501]Figure 2 — Relation between video decoder instances and video decoder hardware engine
[bookmark: _Ref72925829][bookmark: _Ref77770813]Figure 2 - Relation between video decoder instances and video decoder hardware engine
[bookmark: _Toc77850797]Input Video Decoding Interface
The Video Decoding Engine accepts several data stream as input. Those data stream can be elementary streams or metadata streams. There is at least one elementary stream as input but there is no constraint on the number of metadata streams with respect to the number of elementary streams being concurrently consumed by the VDE.
5.1.1 [bookmark: _Toc77850798]Elementary stream
[Editor's note] To be defined
5.1.2 [bookmark: _Ref69942543][bookmark: _Toc77850799]Metadata stream
[Editor's note] To be defined
[bookmark: _Toc72926431][bookmark: _Toc72926520][bookmark: _Toc72927121][bookmark: _Toc72927211][bookmark: _Toc72926432][bookmark: _Toc72926521][bookmark: _Toc72927122][bookmark: _Toc72927212][bookmark: _Toc72926433][bookmark: _Toc72926522][bookmark: _Toc72927123][bookmark: _Toc72927213][bookmark: _Toc77850800]Output Video Decoding Interface
The Video Decoding Engine output two types of data stream. Those data streams can be decoded video sequences or metadata streams. There is at least one decoded video sequence as output but there is no constraint on the number of metadata streams with respect to the number of decoded video sequences being concurrently output by the VDE.
These two output stream types may be provided in form of multiplexed output buffers, including both decoded media data and its associated metadata.
5.1.3 [bookmark: _Toc77850801]Decoded video sequences
[Editor's note] To be defined
5.1.4 [bookmark: _Toc77850802]Metadata stream
[Editor's note] To be defined. Is this the same as 6.2.2? Control interface to the Video Decoding Interface
[bookmark: _Toc72926437][bookmark: _Toc72926526][bookmark: _Toc72927127][bookmark: _Toc72927217][bookmark: _Toc72926438][bookmark: _Toc72926527][bookmark: _Toc72927128][bookmark: _Toc72927218][bookmark: _Toc72926439][bookmark: _Toc72926528][bookmark: _Toc72927129][bookmark: _Toc72927219][bookmark: _Toc72926440][bookmark: _Toc72926529][bookmark: _Toc72927130][bookmark: _Toc72927220][bookmark: _Ref72845791][bookmark: _Toc77850803]Control interface to the Video Decoding Interface
[bookmark: _Toc77850804]Functions
In order to support immersive media applications, an abstract video decoding interface is specified. A video decoding platform that complies with this specification shall implement this video decoding interface.
The video decoding interface consists of the following abstract functions, which are defined using the IDL syntax specified in ISO/IEC 19516 Information technology — Object management group — Interface definition language (IDL) 4.2.
The following figure Figure 3 depicts an example instantiation of decoder instances using some of the functionalitiesy of the video decoding interface.


[image: ]
[bookmark: _Ref77779638]Figure 3 — Example Instantiation using VDI
[bookmark: _Ref77771095]Figure 3 - Example Instantiation using VDI
queryCurrentAggregateCapabilities()
DeclarationDeclaration
Table 1 reproduces the IDL declarations of the queryCurrentAggregateCapabilities() operation along with the AggregateCapabilities and PerformancePoint structures and the capabilities flags.
AggregateCapabilities 	(
	string component_name,
	int flags)
[bookmark: _Ref77784876]Table 1 — IDL declarations of queryCurrentlAggregateCapabilities(), AggregateCapabilities, PerformancePoint and capabilities flags
	    const unsigned long CAP_INSTANCES_FLAG = 0x1;
    const unsigned long CAP_BUFFER_MEMORY_FLAG = 0x2;
    const unsigned long CAP_BITRATE_FLAG = 0x4;
    const unsigned long CAP_MAX_SAMPLES_SECOND_FLAG = 0x8;
    const unsigned long CAP_MAX_PERFORMANCE_POINT_FLAG = 0xA;

    struct PerformancePoint {
        float picture_rate;
        unsigned long width;
        unsigned long height;
        unsigned long bit_depth;
    };

    struct AggregateCapabilities {
        unsigned long flags;
        unsigned long max_instances;
        unsigned long buffer_memory;
        unsigned long bitrate;
        unsigned long max_samples_second;
        PerformancePoint max_performance_point;
    };

    AggregateCapabilities queryCurrentAggregateCapabilities (
        in string component_name,
        in unsigned long flags
    );



Definition
The queryCurrentAggregateCapabilities() following function can be used by the application to query the instantaneous aggregate capabilities of a decoder platform for a specific codec component.
The component_name provides the name of the media component of the decoding platform for which the query applies. The name “A"All”" may be used to indicate that the query is not for a particular component but rather is for all components of the decoding platform.
· 
The following capability flags below can be set queried separately or in a single function call to query one or more parameters.:
CAP_INSTANCES_FLAG: queries the max_instances parameter which this flag indicates the maximum number of decoder instances that can be instantiated at this instant for the provided decoder component.

CAP_BUFFER_MEMORY_FLAG: queries the buffer_memory parameter which this flag indicates the maximum available buffer size in bytes that can be allocated at this instant on the decoder platform for buffer exchange with components of the media decoding platform. Note that this value is independent from any media components and applies globally to the decoding platform. The value shall be expressed in bytes.

CAP_BITRATE_FLAG: This flag queries the bitrate parameter which indicates the maximum coded bitrate in bits per second that the queried component is able to process at this instant. 

CAP_MAX_SAMPLES_SECOND_FLAG: This flag  queries the max_samples_second parameter which indicates the maximum number of samples per second that the queried component is able to process at this instant.

CAP_MAX_PERFORMANCE_POINT_FLAG: This flag is used to queriesy the max_performance_point parameter which indicates the maximum performance point of a bitstream that can be decoded by the indicated component in a new instance of that decoder component. A performance point has contains the following parameters:

· PICTURE_RATEpicture_rate: indicating the picture rate of the maximum performance point in pictures per second.
· HEIGHTheight indicating: the height in luma samples of the maximum performance point 
· WIDTwidthH: indicating the width in luma samples of the maximum performance point
· BITDEPTHbit_depth: indicating the bit depth of the luma samples of the maximum performance point
[bookmark: _Hlk30062794]
NOTE	CAP_BUFFER_MEMORY is independent from any media components and applies globally to the decoding platform. 
NOTE	Each parameter of the max performance point does not necessarily represent the maximum in that dimension. It is the combination of all dimensions that constitutes the maximum performance point. 
getInstance()
Declaration
Table 2 reproduces the IDL declarations of the getInstance() operation and the associated ErrorAllocation exception.int getInstance(string component_name, int group_id=-1)
[bookmark: _Ref77846525]Table 2 — IDL declarations of getInstance() and ErrorAllocation
	    exception ErrorAllocation {
        string reason;
    };

    unsigned long getInstance(
        in string component_name,
        in unsigned long group_id // optional, default value = -1
    ) raises(ErrorAllocation);



Definition
The result of a successful call to the getInstance() function call shall contain the identifier of the instance and the group_id that is assigned or created for this instance, if one was requested. The default is that the decoder instance does not belong to any already established group but creates a new group.
setConfig()
Declaration
Table 3 reproduces the IDL declarations of the setConfig() operation, the associated ErrorConfig exception, the ConfigDataParameters structure and the ConfigParameters enumeration.
[bookmark: _Hlk29898939]boolean setConfig(
	int instance_id,
	ConfigParameters config_parameters,
	ConfigDataParameters config_data_parameters
)
[bookmark: _Ref77846977]Table 3 — IDL declarations of setConfig(), ErrorConfig, ConfigParameters and ConfigDataParameters
	    enum ConfigParameters {
        CONFIG_OUTPUT_BUFFER
    };

    struct ConfigDataParameters {
        SampleFormat sample_format;
        SampleType sample_type;
        unsigned long sample_stride;
        unsigned long line_stride;
        unsigned long buffer_offset;
    };

    exception ErrorConfig {
        string reason;
    };

    boolean setConfig (
        in unsigned long instance_id,
        in ConfigParameters config_parameters,
        in ConfigDataParameters  config_data_parameters
    ) raises(ErrorConfig);



Definition
The setConfig() function may be called with a new parameter "CONFIG_OUTPUT_BUFFER", in which case it provides the format of the output buffer. 
The format of the buffer shall contain the following parameters:
· sample_format: indicatinges the format of each sample, which can be a scalar, a 2D vector, a 3D vector, or a 4D vector.
· sample_type: indicatinges the type of each component of the sample. 
· sample_stride: indicatinges the number of bytes between 2 consecutive samples of this output.
· line_stride: indicatinges the number of bytes between the first byte of one line and the first byte of the following line of this output.
· buffer_offset: indicatinges the offset into the output buffer, starting from which the output frame should be written

getParemeter() and setParameter()
Declaration
Table 4 reproduces the IDL declarations of the getParameter() and setParemeter() operations as well as the associated ErrorParameter exception and the ExtParameters enumeration.any getParameter(
	int instance_id,
	ExtParameters ext_parameters,
	any* parameter
)

boolean setParameter(
	int instance_id,
	ExtParameters ext_parameters,
	any* parameter
)
[bookmark: _Ref77849381]Table 4 — IDL declarations of getParameter(), setParameter() and ErrorParameter and ExtParameters
	    enum ExtParameters {
        PARAM_SUBFRAME_OUTPUT,
        PARAM_METADATA_CALLBACK,
        PARAM_OUTPUT_CROP,
        PARAM_MAX_OFFTIME_JITTER
    };

    any getParameter (
        in unsigned long instance_id,
        in ExtParameters ext_parameters,
        out any parameter
    );

    boolean setParameter (
        in unsigned long instance_id,
        in ExtParameters ext_parameters,
        in any parameter
    ) raises(ErrorParameter);



Definition
The getParameter() and setParameter() functions are can receive extended with the following configurationextended parameters below.:
PARAM_SUBFRAME_OUTPUT : this parameter is used to indicates ifwhether the output of subframes is required, desired, or not allowed. If it is not allowed, only complete decoded frames will be passed to the buffer.

PARAM_METADATA_CALLBACK : this parameter is used to sets a callback function for a specific metadata type. The list of supported metadata types is codec dependent and shall be defined for each codec independently.

PARAM_OUTPUT_CROP : this parameter is used to indicates that only part of the decoded frame is desired at the output. The decoder instance may use this information to intelligently reduce its decoding processing by discarding units that do not fall in the cropped output region whenever possible.


PARAM_SUBPICTURE_OUTPUT: this parameter is used to indicates which sub-picture should be output by the decoder.

PARAM_MAX_OFFTIME_JITTER : this parameter is used to signalindicates the maximum amount of time in microseconds between consecutive executions of the decoder instance. This parameter is relevant whenever the underlying hardware component is shared among multiple decoder instance, which requires context switching between the different decoder instances.
[bookmark: _Toc29899206][bookmark: _Toc30062024][bookmark: _Toc77850805]Examples of Video Decoding Engine instantiations
[bookmark: _Toc77850806]Mapping on OpenMAX™ Integration Layer (OpenMAX IL)
Overview
	 For more information on OpenMAX IL, Annex DAnnex C provides a short description of the main functions of this API.
Mapping of VDI functions
The function definitions provided defined in Clause this section 5.46.4 are mapped on the OpenMAX IL interface by using extension mechanism defined by specification author. This MPEG VDI extension for OpenMAX IL is formatted as a C header file and registered with the vendor name “MPEG”.
Annex B reproduces the MPEG VDI extension for OpenMAX Il  and provides information to access the electronic version of the extensionextending the existing functions for the ones with the same name or by creating new functions for the functions that don’t exist. 
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Overview
MSE is a set of extensions to the media source attributes of HTML5 video and audio elements. It enables flexible control of media streams through JavaScript code using through the definition of MediaSource objects. A MediaSource object may have one or more SourceBuffer objects. Applications append media segments to the SourceBuffer objects. A SourceBuffer may have multiple tracks, which are decoded and played separately. Figure 4 — Overview of MSE media interfaces Figure 2 shows an example setup of MSE which, depictsing the interface between the MSE API and the HTML5 media element. 
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[bookmark: _Ref77779696][bookmark: _Ref77859148]Figure 4 — Overview of MSE media interfaces

[bookmark: _Ref77771142]Figure 4 - Overview of MSE media interfaces
Mapping of VDI functions
The following table Table 5 shows the potential possible mapping of the VDI functions onto the MSE API.
[bookmark: _Ref77782569]Table 5 — Possible mapping of VDI onto MSE
	VDI Functionality
	MSE Mapping

	queryCurrentAggregateCapabilities
	MediaSource.queryCurrentAggregateCapabilities a

	getInstance with grouping
	MediaSource.addSourceBuffer b

	setConfig CONFIG_OUTPUT_BUFFER
	VideoTrack.setConfig c

	getParameter and setParameter
	VideoTrack and AudioTrack getParameter and setParameter d

	NOTE   Rationale and description are provided below.
a   A new method of the MediaSource object is used to query the current decode capabilities.
b   Tracks of the same type, e.g. VideoTracks, that belong to the same SourceBuffer are considered alternatives and only one is decoded and presented. When creating a new SourceBuffer, a group identifier for each track type may be provided. This grouping applies across all currently instantiated MediaSource objects. This allows for grouping of multiple decoder instances that belong to multiple HTML5 media elements.
c   New method of the HTML5 VideoTrack object.
d   New methods of HTML5 VideoTrack and AudioTrack objects.




	VDI Functionality
	MSE Mapping
	Rationale

	queryCurrent
AggregateCapabilities
	MediaSource.queryCurrent
AggregateCapabilities
	A new method of the MediaSource object is used to query the current decode capabilities.

	getInstance with grouping
	MediaSource.addSourceBuffer
	With the current realization of MSE, tracks of the same type, e.g. VideoTracks, that belong to the same SourceBuffer are considered alternatives and only one is decoded and presented.
When creating a new SourceBuffer, a group identifier for each track type may be provided. This grouping applies across all currently instantiated MediaSource objects. This allows for grouping of multiple decoder instances that belong to multiple HTML5 media elements.

	setConfig 
CONFIG_OUTPUT_BUFFER
	VideoTrack.setConfig
	New method of the HTML5 VideoTrack object.

	getParameter and setParameter
	VideoTrack and AudioTrack getParameter and setParameter
	New methods of HTML5 VideoTrack and AudioTrack objects.


In addition, 
Aan extension to the HTML5 video element is recommended to allow for outputting data into buffers, e.g. WebGL buffers that created through gl.createBuffer() functions.
An extension to the input byte stream formats is recommended to add support for raw media data, e.g. H.264/AVC raw media streams.
[bookmark: _Ref77779795][bookmark: _Ref77779806][bookmark: _Toc77850808]Video decoder interface
As shown in Figure 1on Figure 1, the hardware video decoding engine may spawn one or more video decoder instances. The number of instances running is an optimisation choice for the platform when taking into account, computational load, energy consumption, memory availability etc. However, the number of input video streams fed through the IVDI is dictated by the application needs to properly render the media experience. As a result, one or more input video streams may be fed to the same video decoding instance as shown by the block called "Input formatting" in  Figure 1Figure 1.
The following section Clause 6 defines the binding for several video codecs to realise the operations on input video streams.
[bookmark: _Toc77850809]Operations on input elementary streams
[bookmark: _Toc77850810]General
The input formatting function in the Figure 1 Figure 1 provides several operations on elementary stream and video object. The input formatting function shall result in one or more elementary streams conforming to the profile, tier, level or any other performance constraints of the video decoder instance expected to consume it including buffer fullness of the hypothetical reference decoder model. These operations are defined in an atomic way such that more advanced operations can be achieved by combining the operations defined in this section. This list of operations is thus not an exhaustive list on purpose.
An elementary stream contains one or more video objects and a video object shall be contained in one elementary stream. Each video object in the elementary streams shall provide sufficient information for the operations such as a mean to determine the location and the size of the video object in the picture, the number of luma and chroma samples in the objects, the bit dept of the coded picture the video objects and so on.
[bookmark: _Toc72924941][bookmark: _Toc72926480][bookmark: _Toc72926569][bookmark: _Toc72927170][bookmark: _Toc72927260][bookmark: _Toc77850811]Conventions
		elementary streams
		video object identifiers
[bookmark: _Toc77850812]Concepts
ElementaryStream	a type of elementary stream
AccessUnit		a type of access unit
VideoObjectIdentifier	a type of video object identifier
VideoObjectSample	a type of video object sample
[bookmark: _Toc30062031][bookmark: _Toc30062032][bookmark: _Toc30062033][bookmark: _Toc30062034][bookmark: _Toc30062035][bookmark: _Toc21688132][bookmark: _Toc77850813]7.1.2 Filtering by video object identifier
Definition
This function extracts one video object from an elementary stream and create an elementary stream that comprises the selected video object.
Function: 	Filtering
Definition: 	
Input: 		1 elementary stream with multiple video objects
			Identifier of the selected video object to be extracted
Output: 	1 elementary stream with one video object which corresponds to the selected one
ElementaryStream output_stream filtering(
	ElementaryStream input_stream,
	ObjectIdentifier id) {

	ElementaryStream new_stream

	for(au = begin(input_stream); au != end(input_stream); ++au) {
		AccessUnit new_au = au
		for(ObjectSample object_sample = begin(new_au);
		    object_sample!= end(new_au);
		    ++object_sample) {
			if(identifier(object_sample) != id) {
				remove_object(object_sample, new_au)
			}
		}
		new_stream << new_au
	}
	return new_stream
}

NOTE	The extraction implements a filtering process based on the selected object identifier, that is the original access units are first copied and then removed from the unwanted objects. This way, the operation does not need to know how to create and initialize an empty access unit, but properties of the original access units are passed on to the access units of the output stream.
Example (informative)Description
The filtering function extracts one video object from an elementary stream and create an elementary stream that comprises the selected video object.
For the filtering function, one slice is extracted from the input elementary stream and resulted as output elementary stream. For example, if the value of the smallest value of the ID of the tiles in the slice located in the top left corner is signalled as the argument of the filtering function, then such slice is extracted from the input elementary stream and the output elementary stream from the input formatting function will only contains that slice. In Figure 5Figure 5 , the diagram (a) shows the video of the input elementary stream and the diagram Figure 5 (b) shows the video of the output elementary stream. During this operation, SPS, PPS and slice header needs to be rewritten to represent the size of the video of the output elementary stream, the information about the slices and tiles such as the number of tile columns, tile rows and the ID of the tiles needs to be updated. 


[bookmark: _Ref77779904]Figure 5 — Example of input and output video for the filtering function
[bookmark: _Ref72853605][bookmark: _Ref72853602][bookmark: _Ref77774279]Figure 5 - Input and output video examples of filtering function
[bookmark: _Toc77850815]Inserting video objects
Definition
This function inserts the video objects from a first elementary stream into a second elementary stream and output the resulting elementary stream that comprises the video objects from the first and second elementary streams.
Function: 	Inserting
Definition:	
Input: 		2 elementary streams with at least one video object each
Output: 	1 elementary stream with as many video objects as the sum of video objects in both input elementary streams
ElementaryStream output_stream inserting(
	ElementaryStream input_stream_1,
	ElementaryStream input_stream_2) {

	ElementaryStream new_stream

	for(au_1 = begin(input_stream_1), au_2 = begin(input_stream_2);
	    au_1 != end(input_stream_1), au_2 != end(input_stream_2);
	    ++au_1, ++au_2) {
		AccessUnit new_au = au_2
		for(object_sample = begin(au_1);
		    object_sample != end(au_1);
		    ++object_sample) {
			add_object(object_sample, new_au)
		}

		new_stream << new_au

	}
	return new_stream
}

NOTE	The inserting operation stops when one of the two input streams ends.
NOTE	The inserting operation is defined as the insertion of video objects of the first elementary stream input into the second elementary stream input. This way, the operation does not need to know how to create and initialize an empty access unit, but the properties of the access units of the second elementary stream input are passed on to the access units of the output stream.
NOTE	The function add_object is defined for each video codec binding.
Example (informative)Description
The inserting function inserts the video objects from a first elementary stream into a second elementary stream and output the resulting elementary stream that comprises the video objects from the first and second elementary streams.
For the inserting function, the size of either width or height are identical for two videos used to maintain the shape of the video of the output elementary stream as rectangular shape. If the width of two videos are identical as shown in the diagrams Figure 6 (a) and Figure 6 (b) in Figure 6, then two videos are vertically concatenated as shown in the diagram Figure 6 (c) of the same figure. During this operation, SPS, PPS and slice header needs to be rewritten to represent the size of the video of the output elementary stream, the information about the slices and tiles such as the number of tile rows and the ID of the tiles needs to be updated. During this operation, SPS, PPS and slice header needs to be rewritten to represent the size of the video of the output elementary stream, the information about the slices and tiles such as the number of tile rows and the ID of the tiles needs to be updated. If the height of two videos are identical as shown in Figure 7 (a) and Figure 7 (b), then two videos are horizontally concatenated as shown in Figure 7 (c). During this operation, SPS, PPS and slice header needs to be rewritten to represent the size of the video of the output elementary stream, the information about the slices and tiles such as the number of tile columns and the ID of the tiles needs to be updated.


[bookmark: _Ref77781812]Figure 6 — Example of input and output video for the inserting function with identical width
[bookmark: _Ref72853763][bookmark: _Ref77774591]Figure 6 - Input and output video examples of inserting function for identical widthIf the height of two videos are identical as shown in the diagrams (a) and (b) in Figure 7, then two videos are horizontally concatenated as the diagram (c) of the same figure. During this operation, SPS, PPS and slice header needs to be rewritten to represent the size of the video of the output elementary stream, the information about the slices and tiles such as the number of tile columns and the ID of the tiles needs to be updated.


[bookmark: _Ref77781863]Figure 7 — Example of input and output video for the inserting function with identical height
[bookmark: _Ref72853791][bookmark: _Ref77774823]Figure 7 - Input and output video examples of inserting function for identical height
[bookmark: _Toc77850817]Appending two video objects
Definition
This function positions a first video object right of a second video object in the decoding pictures of the elementary streaming that contains those two video objects. The resulting elementary stream is an elementary containing at least the first and second video objects positioned as side-by-side neighbours.
Function: 	Appending
Definition:	
Input: 		1 elementary stream with at least two video objects
Output: 	1 elementary stream with two video objects which are left and right spatial neighbours 
ElementaryStream output_stream appending(
	ElementaryStream input_stream,
	ObjectIdentifier object_id_1,
	ObjectIdentifier object_id_2) {

	ElementaryStream new_stream

	for(au = begin(input_stream); au != end(input_stream); ++au) {
		AccessUnit new_au = au
		set_position(get_object_sample(new_au, object_id_1),
				 right_of(get_object_sample(new_au, object_id_2)))
		new_stream << new_au
	}

	return new_stream
}

NOTE	Appending is the operation of positioning video object 1 right of video object 0 with the top boundaries of video object 0 and video object 1 aligned.
NOTE	The functions get_object, right_of, set_position and get_object_sample are defined for each video codec binding.
ExampleDescription (informative)
This function positions a first video object right of a second video object in the decoding pictures of the elementary streaming that contains those two video objects. The resulting elementary stream is an elementary containing at least the first and second video objects positioned as side-by-side neighbours.
For the appending function, the height of the dotted slices in the input elementary stream to be used as the target of the operation in the video are identical as shown in Figure 8 the diagram (a) of Figure 8. The dotted slice on the right side is moved to next to the dotted slice on the left side in the output elementary stream. The slice in between two slices are moved to right direction next to the two slices used as operation as shown in the diagram Figure 8 (b) of the same figure. During this operation, slice header needs to be rewritten to represent changes of the identifier of the slice as the identifiers of the tiles are modified.


[bookmark: _Ref77781911]Figure 8 — Example of input and output video for the appending function
[bookmark: _Ref72853891][bookmark: _Ref77775018]Figure 8 - Input and output video examples of appending function
[bookmark: _Toc77850819]Stacking two video objects
Definition
This function positions a first video object on top of a second video object in the decoding pictures of the elementary streaming that contains those two video objects. The resulting elementary stream is an elementary containing at least the first and second video objects positioned as top-and-bottom neighbours.
Function: 	Stacking
Definition:	
Input: 		1 elementary stream with at least two video objects
Output: 	1 elementary stream with two video objects which are top and bottom spatial neighbours 
ElementaryStream output_stream stacking(
	ElementaryStream input_stream
	ObjectIdentifier object_id_1,
	ObjectIdentifier object_id_2) {

	ElementaryStream new_stream

	for(au = begin(input_stream); au != end(input_stream); ++au) {
		AccessUnit new_au = au
		set_position(get_object_sample(new_au, object_id_1),
				 below(get_object_sample(new_au, object_id_2)))
		new_stream << new_au
	}

	return new_stream
}

NOTE	Stacking is the operation of positioning video object 1 below video object 0 with the left boundaries of video object 0 and video object 1 aligned.
NOTE	The functions get_object, below and set_position and get_object_sample are defined for each video codec binding.
Example (informative)Description
This function positions a first video object on top of a second video object in the decoding pictures of the elementary streaming that contains those two video objects. The resulting elementary stream is an elementary containing at least the first and second video objects positioned as top-and-bottom neighbours.
For the stacking function, the width of the dotted slices in the input elementary stream to be used as the target of the operation in the video are identical as shown in Figure 9the diagram (a) of Figure 9. The dotted slice on the right side is moved to bottom of the dotted slice on the left side in the output elementary stream. The slice at the bottom of the dotted slide on the left side and the one right next to it are moved to the right direction sequentially as shown in Figure 9 the diagram (b) of the same figure. During this operation, slice header needs to be rewritten to represent changes of the identifier of the slice as the identifiers of the tiles are modified.


[bookmark: _Ref77781959]Figure 9 — Example of input and output video for the stacking function
[bookmark: _Ref72854023][bookmark: _Ref77775098]Figure 9 - Input and output video examples of stacking function
[bookmark: _Toc77850821]Instantiation for ISO/IEC 23008 part 3 High EEfficiency Video Coding (HEVC)
[bookmark: _Toc77850822]General
The High Efficiency Video Coding (HEVC) is published under ISO/IEC 23008 part 3.
Table 6 Table 1 provides the bindings of a concept of this document with a concept specified in the HEVC specification.
[bookmark: _Ref29586337][bookmark: _Ref77775201]Table 1 - Correspondence between concepts and VVC concrete entities
[bookmark: _Ref77782605]Table 6 — Correspondence between VDI concepts and HEVC concrete entities
	Concept
	HEVC concept (reference)

	ElementaryStream
	bitstream (3.15)

	AccessUnit
	access unit (3.1)

	VideoObjectIdentifier
	slice segment address (7.4.7.1)

	VideoObjectSample
	slice segment (3.151)


Elementary streams constraints

TODO CHECK where is HEVC

This section defines constraints to be applied to the input elementary streams of EVC to be used by Input Formatting function.
7.2.3 General elementary stream constraints
An EVC elementary stream used as an instantiation of the elementary stream in 7.1 Operations on input elementary streams shall obey the following rules:
· There shall be at least two independently decodable slices whose smallest value of the ID of the tiles in each slice are different are defined.
7.2.4 Elementary stream constraints for input formatting functions
7.2.4.1 Constraints for the filtering function
An EVC input elementary stream passed as argument of the filtering function shall comply to the following rules:
· One of the smallest values of the ID of the tiles in each slice shall be equal to the object identifier passed as argument of the filtering function.
An EVC elementary stream generated as output of the filtering function shall comply to the following rules:
· The number of access units in the output elementary stream shall be equal to the number of access units in the input elementary stream.
· The number of VCL NAL units in the output elementary stream is equal to the number of VCL NAL units with the smallest value of the ID of the tiles in the slice equal to object identifier passed as argument of the function.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in the input elementary stream that is bit exact identical.
· All the NAL units in the output elementary stream shall have the same smallest value of the ID of the tiles in the slice value and such value shall be equal to the object identifier passed as argument of the function.
7.2.4.2 Constraints for the inserting function
Two EVC input elementary streams passed as argument of the inserting function shall comply to the following rules:
· Al least one of the values of pic_width_in_luma_samples or pic_height_in_luma_samples of the two elementary streams shall be identical.
· If the values of pic_width_in_luma_samples are identical, then the values of num_tile_columns_minus1 shall be identical.
· If the values of pic_height_in_luma_samples are identical, then the values of num_tiles_row_minus1 shall be identical.
· If a SPS or PPS in the first input elementary stream has the same identifier than a SPS or PPS in the second input elementary stream, then those two SPSs or two PPSs shall have the same payload.
A EVC elementary stream generated as output of the inserting function shall comply to the following rules:
· The number of VCL NAL units in the output elementary stream is equal to the sum of the number of VCL NAL units in both input elementary streams.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in of one of the two input elementary streams that is bit exact identical.
[bookmark: _Toc77776379][bookmark: _Toc77776512][bookmark: _Toc77776644][bookmark: _Toc77782175][bookmark: _Toc77782780][bookmark: _Toc77785566][bookmark: _Toc77850563][bookmark: _Toc77850704][bookmark: _Toc77850845]
7.2.4.3 Constraints for the appending function
An EVC input elementary stream passed as argument of the appending function shall comply to the following rules:
· At least two of the smallest values of the ID of the tiles in each slice shall be equal to the two object identifiers passed as arguments of the appending function.
· The height of the slices, number of tile rows of the tiles included in the slices when the uniform tile spacing is used, whose smallest values of the ID of the tiles in each slice are identical as arguments of the appending function are identical.
An EVC elementary stream generated as output of the appending function shall comply to the following rules:
· The number of VCL NAL units in the output elementary stream is equal to the number of VCL NAL units in the input elementary stream.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in the input elementary stream that is bit exact identical.
7.2.4.4 Constraints for the stacking function
An EVC input elementary stream passed as argument of the stacking function shall comply to the following rules:
· At least two of the smallest values of the ID of the tiles in each slice shall be equal to the two object identifiers passed as arguments of the appending function.
· The width of the slices, number of tile columns of the tiles included in the slices when the uniform tile spacing is used, whose smallest values of the ID of the tiles in each slice are identical as arguments of the appending function are identical.
An EVC elementary stream generated as output of the stacking function shall comply to the following rules: 
· The number of VCL NAL units in the output elementary stream is equal to the number of VCL NAL units in the input elementary stream.
For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in the input elementary stream that is bit exact identical.
[bookmark: _Toc77850860]Instantiation for ISO/IEC 23090 part 2-2 Versatile Video Codec (VVC)
[bookmark: _Toc77850861]General
The Versatile Video Coding (VVC) is published under ISO/IEC 23090 part 3.
Table 2Table 7 provides the bindings of a concept of this document with a concept specified in the VVC specification. 
[bookmark: _Ref29582726][bookmark: _Ref77776199]Table 2 - Correspondence between concepts and VVC concrete entities
[bookmark: _Ref77782639]Table 7 — Correspondence between VDI concepts and VVC concrete entities
	Concept
	VVC concept (reference)

	ElementaryStream
	bitstream (3.15)

	AccessUnit
	access unit (3.1)

	VideoObjectIdentifier
	nuh_layer_id (7.4.2.2)

	VideoObjectSample
	picture unit (3.19)


[bookmark: _Toc77776529][bookmark: _Toc77776661][bookmark: _Toc77782192][bookmark: _Toc77782797][bookmark: _Toc77785583][bookmark: _Toc77850580][bookmark: _Toc77850721][bookmark: _Toc77850862]
[bookmark: _Toc77850863]Elementary stream constrains
7.2.3 General elementary stream constraints
A VVC elementary stream used as an instantiation of the elementary stream in 7.1 Operations on input elementary streams shall obey the following rules:
· There shall be at least one VPS in the elementary stream and the parameters in each VPS shall be as follows: 
· The flag vps_all_independent_layers_flag shall be set to 1.
· The value of sh_picture_header_in_slice_header_flag shall be equal to 0 for all coded slices.
· When present, the value of vps_num_output_layer_sets_minus2 shall be equal to the 0. 
7.2.4 Elementary stream constraints for input formatting functions
7.2.4.1 Constraints for the filtering function
A VVC input elementary stream passed as argument of the filtering function shall comply to these rules in addition to the rules in 7.2.2:
· There shall be VCL NAL units with at least two different nuh_layer_id values.
· One of the at least two different nuh_layer_id values shall be equal to the object identifier passed as argument of the filtering function.
A VVC elementary stream generated as output of the filtering function shall comply to these rules in addition to the rules in 7.2.2:
· The number of access units in the output elementary stream shall be equal to the number of access units in the input elementary stream.
· The number of VCL NAL units in the output elementary stream is equal to the number of VCL NAL units with nuh_layer_id equal to object identifier passed as argument of the function.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in the input elementary stream that is bit exact identical.
· All the NAL units in the output elementary stream shall have the same nuh_layer_id value and this nuh_layer_id value shall be equal to the object identifier passed as argument of the function.
7.2.4.2 Constraints for the inserting function
Two VVC input elementary streams passed as argument of the inserting function shall comply to these rules in addition to the rules in 7.2.2:
· The nuh_layer_id value of each NAL unit in the first input elementary stream shall be different from any nuh_layer_id value present in the second input elementary stream.
· If a SPS or PPS in the first input elementary stream has the same identifier than a SPS or PPS in the second input elementary stream, then those two SPSs or two PPSs shall have the same payload.
A VVC elementary stream generated as output of the inserting function shall comply to these rules in addition to the rules in 7.2.2:
· The number of VCL NAL units in the output elementary stream is equal to the sum of the number of VCL NAL units in both input elementary streams.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in of one of the two input elementary streams that is bit exact identical.
7.2.4.3 Constraints for the appending function
A VVC input elementary stream passed as argument of the appending function shall comply to these rules in addition to the rules in 7.2.2:
· There shall be VCL NAL units with at least two different nuh_layer_id values.
· Two of the at least two different nuh_layer_id values shall be equal to the two object identifiers passed as arguments of the appending function.
A VVC elementary stream generated as output of the appending function shall comply to these rules in addition to the rules in 7.2.2:
· The number of VCL NAL units in the output elementary stream is equal to the number of VCL NAL units in the input elementary stream.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in the input elementary stream that is bit exact identical.
· There shall be an Independent layer info SEI NAL unit whose nuh_layer_id is equal to the first video object identifier.
· There shall be an Independent layer info SEI NAL unit whose nuh_layer_id is equal to the second video object identifier.
· The Independent layer info SEI NAL unit whose nuh_layer_id is equal to the first video object identifier shall have its boundary_identifier_east value equal to the boundary_identifier_west value of the Independent layer info SEI NAL unit whose nuh_layer_id is equal to the second video object identifier.
7.2.4.4 Constraints for the stacking function
A VVC input elementary stream passed as argument of the stacking function shall comply to these rules in addition to the rules in 7.2.2:
· There shall be VCL NAL units with at least two different nuh_layer_id values.
· Two of the at least two different nuh_layer_id values shall be equal to the two object identifiers passed as arguments of the appending function.
A VVC elementary stream generated as output of the stacking function shall comply to these rules in addition to the rules in 7.2.2:
· The number of VCL NAL units in the output elementary stream is equal to the number of VCL NAL units in the input elementary stream.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in the input elementary stream that is bit exact identical.
· There shall be an Independent layer info SEI NAL unit whose nuh_layer_id is equal to the first video object identifier.
· There shall be an Independent layer info SEI NAL unit whose nuh_layer_id is equal to the second video object identifier.
· The Independent layer info SEI NAL unit whose nuh_layer_id is equal to the first video object identifier shall have its boundary_identifier_south value equal to the boundary_identifier_north value of the Independent layer info SEI NAL unit whose nuh_layer_id is equal to the second video object identifier.
[bookmark: _Toc77850864]Instantiation for ISO/IEC 23094 part 1 Essential Video Coding (EVC)
[bookmark: _Toc39851657][bookmark: _Toc77850865]General
The Essential Video Coding (EVC) is published under ISO/IEC 23094 part 1.
Table 13 Table 8 provides the bindings of a concept of this document with a concept specified in the EVC specification. 
Table 3 - Correspondence between concepts and EVC concrete entities
[bookmark: _Ref77782685]Table 8 — Correspondence between VDI concepts and EVC concrete entities
	Concept
	EVC concept (reference)

	ElementaryStream
	bitstream (3.10)

	AccessUnit
	access unit (3.1)

	ObjectIdentifier
	the smallest value of the ID of the tiles in a slice (7.4.5)

	ObjectSample
	slice (3.81)


[bookmark: _Toc77850866]Elementary streams constraints
General elementary stream constraints
An EVC elementary stream used as an instantiation of the elementary stream in 7.1 Operations on input elementary streams shall obey the following rules:
· There shall be at least two independently decodable slices whose smallest value of the ID of the tiles in each slice are different are defined 
7.2.4 Elementary stream constraints for input formatting functions
7.2.4.1 Constraints for the filtering function
An EVC input elementary stream passed as argument of the filtering function shall comply to the following rules:
· One of the smallest values of the ID of the tiles in each slice shall be equal to the object identifier passed as argument of the filtering function.
An EVC elementary stream generated as output of the filtering function shall comply to the following rules:
· The number of access units in the output elementary stream shall be equal to the number of access units in the input elementary stream.
· The number of VCL NAL units in the output elementary stream is equal to the number of VCL NAL units with the smallest value of the ID of the tiles in the slice equal to object identifier passed as argument of the function.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in the input elementary stream that is bit exact identical.
· All the NAL units in the output elementary stream shall have the same smallest value of the ID of the tiles in the slice value and such value shall be equal to the object identifier passed as argument of the function.
7.2.4.2 Constraints for the inserting function
Two EVC input elementary streams passed as argument of the inserting function shall comply to the following rules:
· Al least one of the values of pic_width_in_luma_samples or pic_height_in_luma_samples of the two elementary streams shall be identical.
· If the values of pic_width_in_luma_samples are identical, then the values of num_tile_columns_minus1 shall be identical.
· If the values of pic_height_in_luma_samples are identical, then the values of num_tiles_row_minus1 shall be identical.
· If a SPS or PPS in the first input elementary stream has the same identifier than a SPS or PPS in the second input elementary stream, then those two SPSs or two PPSs shall have the same payload.
A EVC elementary stream generated as output of the inserting function shall comply to the following rules:
· The number of VCL NAL units in the output elementary stream is equal to the sum of the number of VCL NAL units in both input elementary streams.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in of one of the two input elementary streams that is bit exact identical.
7.2.4.3 Constraints for the appending function
An EVC input elementary stream passed as argument of the appending function shall comply to the following rules:
· At least two of the smallest values of the ID of the tiles in each slice shall be equal to the two object identifiers passed as arguments of the appending function.
· The height of the slices, number of tile rows of the tiles included in the slices when the uniform tile spacing is used, whose smallest values of the ID of the tiles in each slice are identical as arguments of the appending function are identical.
An EVC elementary stream generated as output of the appending function shall comply to the following rules:
· The number of VCL NAL units in the output elementary stream is equal to the number of VCL NAL units in the input elementary stream.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in the input elementary stream that is bit exact identical.
7.2.4.4 Constraints for the stacking function
An EVC input elementary stream passed as argument of the stacking function shall comply to the following rules:
· At least two of the smallest values of the ID of the tiles in each slice shall be equal to the two object identifiers passed as arguments of the appending function.
· The width of the slices, number of tile columns of the tiles included in the slices when the uniform tile spacing is used, whose smallest values of the ID of the tiles in each slice are identical as arguments of the appending function are identical.
An EVC elementary stream generated as output of the stacking function shall comply to the following rules: 
· The number of VCL NAL units in the output elementary stream is equal to the number of VCL NAL units in the input elementary stream.
· For each VCL NAL unit in the output elementary stream, there shall exist a VCL NAL unit in the input elementary stream that is bit exact identical.
Annex A [bookmark: _Toc72927184][bookmark: _Toc72927274][bookmark: _Toc450303222][bookmark: _Toc9996972][bookmark: _Toc438968655][bookmark: _Toc443461103][bookmark: _Toc353342675][bookmark: _Toc443470372][bookmark: _Toc450303224][bookmark: _Toc9996979][bookmark: _Toc353342679][bookmark: _Toc485815087][bookmark: _Toc77850867]
(normative)

Control Iinterface IDL Syntaxdefinition
A.1 [bookmark: _Toc77850868]General
[bookmark: _Hlk77784015]The control interface to the video decoding platform engine is defined using the IDL syntax specified in ISO/IEC 19516 Information technology — Object management group — Interface definition language (IDL) 4.2.
The control interface is available as electronic attachment at http://mpegx.int-evry.fr/software/MPEG/Systems/VideoDecodingInterface/specification.
[Editor’s note] An ISO-hosted link will be provided for publication.
In case of disparity, the control interface available as electronic attachment takes precedence over the reproduction provided in A.2.
A.2 [bookmark: _Ref77769791][bookmark: _Toc77850869]Interface definition
The IDL document is reproduced in Table 9.
[bookmark: _Ref77784259]Table 9 — Control interface IDL document
	interface MPEG_VDI {

    const unsigned long CAP_INSTANCES_FLAG = 0x1;
    const unsigned long CAP_BUFFER_MEMORY_FLAG = 0x2;
    const unsigned long CAP_BITRATE_FLAG = 0x4;
    const unsigned long CAP_MAX_SAMPLES_SECOND_FLAG = 0x8;
    const unsigned long CAP_MAX_PERFORMANCE_POINT_FLAG = 0xA;

    enum ConfigParameters {
        CONFIG_OUTPUT_BUFFER
    };

    enum ExtParameters {
        PARAM_SUBFRAME_OUTPUT,
        PARAM_METADATA_CALLBACK,
        PARAM_OUTPUT_CROP,
        PARAM_MAX_OFFTIME_JITTER
    };

    enum SampleFormat {
        SF_SCALAR,
        SF_VEC2,
        SF_VEC3,
        SF_VEC4
    };

    enum SampleType {
        ST_BYTE,
        ST_UNSIGNED_BYTE,
        ST_SHORT,
        ST_UNSIGNED_SHORT,
        ST_UNSIGNED_INT,
        ST_FLOAT
    };

    struct ConfigDataParameters {
        SampleFormat sample_format;
        SampleType sample_type;
        unsigned long sample_stride;
        unsigned long line_stride;
        unsigned long buffer_offset;
    };

    struct PerformancePoint {
        float picture_rate;
        unsigned long width;
        unsigned long height;
        unsigned long bit_depth;
    };

    struct AggregateCapabilities {
        unsigned long flags;
        unsigned long max_instances;
        unsigned long buffer_memory;
        unsigned long bitrate;
        unsigned long max_samples_second;
        PerformancePoint max_performance_point;
    };

    exception ErrorAllocation {
        string reason;
    };

    exception ErrorConfig {
        string reason;
    };

    exception ErrorParameter {
        string reason;
    };

   AggregateCapabilities queryCurrentAggregateCapabilities (
        in string component_name,
        in unsigned long flags
    );

    unsigned long getInstance(
        in string component_name,
        in unsigned long group_id // optional, default value = -1
    ) raises(ErrorAllocation);

    boolean setConfig (
        in unsigned long instance_id,
        in ConfigParameters config_parameters,
        in ConfigDataParameters  config_data_parameters
    ) raises(ErrorConfig);

    any getParameter (
        in unsigned long instance_id,
        in ExtParameters ext_parameters,
        out any parameter
    );

    boolean setParameter (
        in unsigned long instance_id,
        in ExtParameters ext_parameters,
        in any parameter
    ) raises(ErrorParameter);
};





Annex B 
(normative)

OpenMAX IL VDI extension header
B.1 [bookmark: _Toc77850871]General
The control interface to the video decoding engine is defined for the Open MAX IL interface.
The source code of the extension is available as electronic attachment at http://mpegx.int-evry.fr/software/MPEG/Systems/VideoDecodingInterface/specification.
[Editor’s note] An ISO-hosted link will be provided for publication.
In case of disparity, the source code available as electronic attachment takes precedence over the reproduction provided in B.2.
B.2 [bookmark: _Ref77784160][bookmark: _Toc77850872]Source code
[bookmark: _Hlk77784194]The source code is reproduced in Table 10.
[bookmark: _Ref77784056][bookmark: _Ref77784053]Table 10 — OpenMAX IL VDI extension header source code
	/*
 * The Clear BSD License
 *
 * Copyright (c) 2021 ISO/IEC
 * All rights reserved.
 *
 * Redistribution and use in source and binary forms, with or without
 * modification, are permitted (subject to the limitations in the disclaimer
 * below) provided that the following conditions are met:
 *
 *  * Redistributions of source code must retain the above copyright notice,
 *    this list of conditions and the following disclaimer.
 *
 *  * Redistributions in binary form must reproduce the above copyright
 *    notice, this list of conditions and the following disclaimer in the
 *    documentation and/or other materials provided with the distribution.
 * 
 *  * Neither the name of the copyright holder nor the names of its
 *    contributors may be used to endorse or promote products derived from this
 *    software without specific prior written permission.
 *
 * NO EXPRESS OR IMPLIED LICENSES TO ANY PARTY'S PATENT RIGHTS ARE GRANTED BY
 * THIS LICENSE. THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND
 * CONTRIBUTORS "AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT
 * LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A
 * PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT HOLDER OR
 * CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL,
 * EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO,
 * PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR
 * BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER
 * IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE)
 * ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE
 * POSSIBILITY OF SUCH DAMAGE.
 */

/*
 *  OMX_MPEG.h - Extension for OpenMax IL version 1.2.0 defined in ISO/IEC 23090-13.
 *  The structures and methods are needed for executing the functionalities of
 *  multi decoder instances management as defined in ISO/IEC 23090-13.
 */

#ifndef OMX_MPEG_h
#define OMX_MPEG_h

#ifdef __cplusplus
extern "C" {
#endif /* __cplusplus */


/* Each OMX header must include all required header files to allow the
 *  header to compile without errors.  The includes below are required
 *  for this header file to compile successfully 
 */
#include <OMX_Types.h>
#include <OMX_Core.h>

typedef enum OMX_MPEG_ERRORTYPE {
    OMX_ErrorMpegNone = 0,
    OMX_ErrorVdiNotImplemented = OMX_ErrorVendorStartUnused + 1,
    OMX_ErrorVdiAllocation,
    OMX_ErrorVdiParameter,
    OMX_ErrorVdiConfig,
    OMX_ErrorMpegMax = 0X7FFFFFFF
} OMX_MPEG_ERRORTYPE;

const OMX_U32 CAP_INSTANCES_FLAG = 1 << 0;
const OMX_U32 CAP_BUFFER_MEMORY_FLAG = 1 << 1;
const OMX_U32 CAP_BITRATE_FLAG = 1 << 2;
const OMX_U32 CAP_MAX_SAMPLES_SECOND_FLAG = 1 << 3;
const OMX_U32 CAP_MAX_PERFORMANCE_POINT_FLAG = 1 << 4;

typedef enum OMX_MPEG_SAMPLEFORMAT {
    OMX_SampleSFormatScalar = 1,
    OMX_SampleFormatVec2,
    OMX_SampleFormatVec3,
    OMX_SampleFormatVec4,
    OMX_SampleFormatMax = 0X7FFFFFFF
} OMX_MPEG_SAMPLEFORMAT;

typedef enum OMX_MPEG_SAMPLETYPE {
    OMX_SampleTypeByte = 5120,
    OMX_SampleTypeUnsigned_Byte,
    OMX_SampleTypeShort,
    OMX_SampleTypeUnsignedShort,
    OMX_SampleTypeUnsigned_Int = 5125,
    OMX_SampleTypeFloat,
    OMX_SampleTypeMax = 0X7FFFFFFF
} OMX_MPEG_SAMPLETYPE;

typedef enum OMX_CONFIG_MPEG_PARAMETERS {
    OMX_ConfigOutputBuffer = OMX_IndexVendorStartUnused + 1001
} OMX_CONFIG_MPEG_PARAMETERS;

typedef enum OMX_MPEG_EXTPARAMETERS {
    OMX_ExtParamSubframeOutput = 1001,
    OMX_ExtParamMetadataCallback,
    OMX_ExtParamOutputCrop,
    OMX_ExtParamMaxOfftimeJitter,
    OMX_ExtParamMax = 0X7FFFFFFF
} OMX_MPEG_EXTPARAMETERS;

typedef struct OMX_CONFIG_MPEG_DATAPARAMETERS {
    OMX_MPEG_SAMPLEFORMAT eSampleFormat;
    OMX_MPEG_SAMPLETYPE eSampleType;
    OMX_U32 nSampleStride;
    OMX_U32 nLineStride;
    OMX_U32 nBufferOffset;
} OMX_CONFIG_MPEG_DATAPARAMETERS;

typedef struct OMX_MPEG_PERFORMANCEPOINT {
    float fPictureRate;
    OMX_U32 nWidth;
    OMX_U32 nHeight;
    OMX_U32 nBitDepth;
} OMX_MPEG_PERFORMANCEPOINT;

typedef struct OMAX_MPEG_AGGREGATECAPABILITIES {
    OMX_U32 nFlags;
    OMX_U32 nMaxInstances;
    OMX_U32 nBufferMemory;
    OMX_U32 nBitrate;
    OMX_U32 nMaxSamplesSecond;
    OMX_MPEG_PERFORMANCEPOINT eMaxPerformancePoint;
} OMAX_MPEG_AGGREGATECAPABILITIES;

OMX_API OMAX_MPEG_AGGREGATECAPABILITIES* OMX_APIENTRY OMX_MPEG_QueryCurrentAggregateCapabilities(
    OMX_IN OMX_STRING cComponentName,
    OMX_IN OMX_U32 nFlags);

OMX_API OMX_MPEG_ERRORTYPE OMX_APIENTRY OMX_MPEG_GetInstance(
    OMX_IN OMX_STRING cComponentName,
    OMX_IN OMX_U32 nGroupId);

OMX_API OMX_MPEG_ERRORTYPE OMX_APIENTRY OMX_MPEG_SetConfig(
    OMX_IN OMX_U32 nInstanceId,
    OMX_IN OMX_CONFIG_MPEG_PARAMETERS eConfigParameters,
    OMX_IN OMX_CONFIG_MPEG_DATAPARAMETERS eConfigDataParameters);

OMX_API OMX_MPEG_ERRORTYPE OMX_APIENTRY OMX_MPEG_GetParameter(
    OMX_IN OMX_U32 nInstanceId,
    OMX_IN OMX_MPEG_EXTPARAMETERS eExtParameters,
    OMX_OUT void* pParameter
);

OMX_API OMX_MPEG_ERRORTYPE OMX_APIENTRY setParameter(
    OMX_IN OMX_U32 nInstanceId,
    OMX_IN OMX_MPEG_EXTPARAMETERS eExtParameters,
    OMX_IN void* pParameter);

#ifdef __cplusplus
}
#endif /* __cplusplus */

#endif
/* File EOF */



[bookmark: _Toc77770864][bookmark: _Toc77776404][bookmark: _Toc77776538][bookmark: _Toc77776670][bookmark: _Toc77782201][bookmark: _Toc77782806][bookmark: _Toc77785594][bookmark: _Toc77850591][bookmark: _Toc77850732][bookmark: _Toc77850873]
interface OpenMAXILExt : OpenMAXIL {
[bookmark: _Toc77770866][bookmark: _Toc77776406][bookmark: _Toc77776540][bookmark: _Toc77776672][bookmark: _Toc77782203][bookmark: _Toc77782808][bookmark: _Toc77785596][bookmark: _Toc77850593][bookmark: _Toc77850734][bookmark: _Toc77850875]
	const int CAP_INSTANCES_FLAG = 0x1;
	const int CAP_BUFFER_MEMORY_FLAG = 0x2;
	const int CAP_BITRATE_FLAG = 0x4;
	const int CAP_MAX_SAMPLES_SECOND_FLAG = 0x8;
	const int CAP_MAX_PERFORMANCE_POINT_FLAG = 0xA;
[bookmark: _Toc77770868][bookmark: _Toc77776408][bookmark: _Toc77776542][bookmark: _Toc77776674][bookmark: _Toc77782205][bookmark: _Toc77782810][bookmark: _Toc77785598][bookmark: _Toc77850595][bookmark: _Toc77850736][bookmark: _Toc77850877]
	enum ConfigParameters {
		CONFIG_OUTPUT_BUFFER
	};
[bookmark: _Toc77770870][bookmark: _Toc77776410][bookmark: _Toc77776544][bookmark: _Toc77776676][bookmark: _Toc77782207][bookmark: _Toc77782812][bookmark: _Toc77785600][bookmark: _Toc77850597][bookmark: _Toc77850738][bookmark: _Toc77850879]
	enum ExtParameters {
		PARAM_SUBFRAME_OUTPUT=1001,
		PARAM_METADATA_CALLBACK,
		PARAM_OUTPUT_CROP,
		PARAM_MAX_OFFTIME_JITTER
	};

	struct ConfigDataParameters {
		sample_format;
		sample_type;
		sample_stride;
		line_stride;
		buffer_offset
	};
[bookmark: _Toc77770873][bookmark: _Toc77776413][bookmark: _Toc77776547][bookmark: _Toc77776679][bookmark: _Toc77782210][bookmark: _Toc77782815][bookmark: _Toc77785603][bookmark: _Toc77850600][bookmark: _Toc77850741][bookmark: _Toc77850882]
Editor's note: The above structure is missing the member types.
	struct PerformancePoint {
		float picture_rate;
		int width;
		int height;
		int bit_depth;
	};
[bookmark: _Toc77770876][bookmark: _Toc77776416][bookmark: _Toc77776550][bookmark: _Toc77776682][bookmark: _Toc77782213][bookmark: _Toc77782818][bookmark: _Toc77785606][bookmark: _Toc77850603][bookmark: _Toc77850744][bookmark: _Toc77850885]
	struct AggregateCapabilities {
		int flags;
		int max_instances;
		int buffer_memory;
		int bitrate;
		int max_samples_second;
		PerformancePoint max_performance_point;
	};
[bookmark: _Toc77770878][bookmark: _Toc77776418][bookmark: _Toc77776552][bookmark: _Toc77776684][bookmark: _Toc77782215][bookmark: _Toc77782820][bookmark: _Toc77785608][bookmark: _Toc77850605][bookmark: _Toc77850746][bookmark: _Toc77850887]
	exception AllocationError {
		string reason;
	};
[bookmark: _Toc77770880][bookmark: _Toc77776420][bookmark: _Toc77776554][bookmark: _Toc77776686][bookmark: _Toc77782217][bookmark: _Toc77782822][bookmark: _Toc77785610][bookmark: _Toc77850607][bookmark: _Toc77850748][bookmark: _Toc77850889]
	exception ConfigError {
		string reason;
	};
[bookmark: _Toc77770882][bookmark: _Toc77776422][bookmark: _Toc77776556][bookmark: _Toc77776688][bookmark: _Toc77782219][bookmark: _Toc77782824][bookmark: _Toc77785612][bookmark: _Toc77850609][bookmark: _Toc77850750][bookmark: _Toc77850891]
	exception ParameterError {
		string reason;
	};
[bookmark: _Toc77770884][bookmark: _Toc77776424][bookmark: _Toc77776558][bookmark: _Toc77776690][bookmark: _Toc77782221][bookmark: _Toc77782826][bookmark: _Toc77785614][bookmark: _Toc77850611][bookmark: _Toc77850752][bookmark: _Toc77850893]
	AggregateCapabilities queryCurrentAggregateCapabilities(
		string component_name,
		int flags
	);
[bookmark: _Toc77770886][bookmark: _Toc77776426][bookmark: _Toc77776560][bookmark: _Toc77776692][bookmark: _Toc77782223][bookmark: _Toc77782828][bookmark: _Toc77785616][bookmark: _Toc77850613][bookmark: _Toc77850754][bookmark: _Toc77850895]
	int getInstance(
		string component_name,
		int group_id=-1
	) raises (AllocationError);
[bookmark: _Toc77770888][bookmark: _Toc77776428][bookmark: _Toc77776562][bookmark: _Toc77776694][bookmark: _Toc77782225][bookmark: _Toc77782830][bookmark: _Toc77785618][bookmark: _Toc77850615][bookmark: _Toc77850756][bookmark: _Toc77850897]
	boolean setConfig(
		int instance_id,
		ConfigParameters config_parameters,
		ConfigDataParameters  config_data_parameters
	) raises (ConfigError);
[bookmark: _Toc77770890][bookmark: _Toc77776430][bookmark: _Toc77776564][bookmark: _Toc77776696][bookmark: _Toc77782227][bookmark: _Toc77782832][bookmark: _Toc77785620][bookmark: _Toc77850617][bookmark: _Toc77850758][bookmark: _Toc77850899]
	any getParameter(
		int instance_id,
		ExtParameters ext_parameters,
		any* parameter
	);
[bookmark: _Toc77770892][bookmark: _Toc77776432][bookmark: _Toc77776566][bookmark: _Toc77776698][bookmark: _Toc77782229][bookmark: _Toc77782834][bookmark: _Toc77785622][bookmark: _Toc77850619][bookmark: _Toc77850760][bookmark: _Toc77850901]
	boolean setParameter(
		int instance_id,
		ExtParameters ext_parameters,
		any* parameter
	) raises (ParameterError);
}
Annex C [bookmark: _Toc77850904]
(normative)

Supplemental Enhancement Information (SEI) syntax and semantics
C.1 [bookmark: _Hlk43849934][bookmark: _Toc317198890][bookmark: _Ref326742485][bookmark: _Ref398995954][bookmark: _Ref399007802][bookmark: _Toc415476026][bookmark: _Toc423599301][bookmark: _Toc423601805][bookmark: _Toc501130267][bookmark: _Toc503777971][bookmark: _Ref5833787][bookmark: _Toc15254065][bookmark: _Toc33624388]Independent layer info SEI message
C.1.1 Independent layer info SEI message syntax

Table 4 - Syntax of independent layer info SEI payload
	[bookmark: _Hlk36854764][bookmark: _Hlk37283238][bookmark: _Hlk37283292]Syntax
	Descriptor

	independent_layer_info( payloadSize ) {
	

		boundary_identifier_north_present_flag
	u(1)

		if(boundary_identifier_north_present_flag)
	

			boundary_identifier_north
	u(16)

		boundary_identifier_east_present_flag
	u(1)

		if(boundary_identifier_east_present_flag)
	

			boundary_identifier_east
	u(16)

		boundary_identifier_south_present_flag
	u(1)

		if(boundary_identifier_south_present_flag)
	

			boundary_identifier_south
	u(16)

		boundary_identifier_west_present_flag
	u(1)

		if(boundary_identifier_west_present_flag)
	

			boundary_identifier_west
	u(16)

	}
	



C.1.2 Independent layer info SEI message semantics
boundary_identifier_north_present_flag, boundary_identifier_east_present_flag, boundary_identifier_south_present_flag and boundary_identifier_west_present_flag equal to 1 specify that the SEI message contains a boundary identifier, respectively, for the north, east, south and west boundary. 
boundary_identifier_north, boundary_identifier_east, boundary_identifier_south and boundary_identifier_west specifiy the boundary identifier, respecitvely, at the north, east, south and west boundary of the decoded picture of the associated layer; the associated layer being the layer whose nuh_layer_id is equal to the nuh_layer_id of the SEI message. If not present, the boundary identifiers respecitvely at the north, east, south and west boundary of the decoded picture of the associated layer are not defined. 

[image: ]
Figure 10 - Representation of where the boundaries are on the layers
For two layers, the i-th and j-th layers, when the pair of the boundary_identifier_north value of the i-th layer and the boundary_identifier_south value of the j-th layer are equal then the decoded picture of the i-th layer and the decoded picture of the j-th layer are adjacent in the composed output picture and they share a common boundary at the boundary north/south. For i-th and j-th layers, when the pair of the boundary_identifier_east value of the i-th layer and the boundary_identifier_west value of the j-th layer are equal then the decoded picture of the i-th layer and the decoded picture of the j-th layer are adjacent in the composed output picture and they share a common boundary at the boundary east/west.
Two decoded pictures adjacent by the north/south boundary are aligned on their west boundary in the final output picture. Two decoded pictures adjacent by the east/west boundary are aligned on their north boundary in the final output picture.
All the Independent layer info SEI message present in layers of an OLS shall collectively describe a 4-connected graph and each layer of the OLS shall be connected to the graph.
C.1.3 Process for generating the aggregated output picture
The process for generating the final output picture is informative. The following section provides the expected operations performed for generating the final output picture based on the decoded pictures of each layer from a selected OLS:
· For each Access Unit:
· If VPS present, parse VPS and store the list of layers in the bitstream.
· For each present PPS, determine the size in luma samples of the corresponding layer.
· For each present Independent layer info SEI, parse the payload and store the boundary identifiers for the corresponding layer.
· If any of VPS, PPS or Independent layer info SEI is present in the current Access Unit, execute calculate_layer_layout_in_final_output_picture(), that returns the horizontal, XPos, and vertical, YPos, position of the top-left corner of each cropped decoded picture per layer in the final output picture.
· Initialize a picture buffer of size FinalWidth of width and FinalHeight of height for the final output picture.
· For each Picture Unit:
· Decode the coded picture.
· If pictures are ready for output:
· For each layer in selected OLS.
· Apply conformance window cropping on the decoded picture of the current layer.
· Retrieve XPos and YPos, the positions of the current layer in the final output picture in luma sample.
· Copy cropped decoded picture in final output picture buffer at position (XPos, YPos) corresponding to the top-left corner of the cropped decoded picture.

Annex D [bookmark: _Ref72846178][bookmark: _Toc77850905]
(informative)

Brief description of OpenMAX IL functions
[bookmark: _Toc77850906]Decoder Engine Control Interface
[bookmark: _Toc77850907]OMX_Init and OMX_Deinit
Each OpenMAX IL client needs to call this method as their first call into OpenMAX IL. This function initializes the OMX core engine prior to any usage of it. Once done, the engine needs to be released by calling the OMX_Deinit function.
OMX defines a naming convention for the component names with the following format: OMX.<vendor_name>.<vendor_specified_convention>. Once the instance is no longer needed, the OMX_FreeHandle is called to free all related resources.
The function can be called multiple times with the same component name to create multiple instances of the component. 
[bookmark: _Toc77850908]OMX_GetHandle and OMX_FreeHandle
The OMX_GetHandle method is used to locate the requested component through its provided name. If the requested component is available, the OMX core engine will invoke the components methods to fill the component handle and setup the callbacks. The OpenMAX AL is the interface that will be used by the application to perform media playback and processing. However, the OpenMAX IL interface is the interface that provides direct access to video decoder components and their capabilities. That is why we focus on the OpenMAX IL interface for the purpose of understanding the missing features towards a flexible multi-video decoder platform and its interface for 6DoF applications. 
[bookmark: _Toc77850909]OMX_SetupTunnel and OMX_TeardownTunnel
A Tunnel is used to connect the input and output ports of two connected components. The OMX_SetupTunnel is used to establish a tunnel connecting an output port to the input port of another component.  When creating the tunnel, the components negotiate a compatible input/output format for the connected ports. When no longer needed, the application calls the OMX_TeardownTunnel to tear down the tunnel.
[bookmark: _Toc77850910]Decoder Instance Interface
[bookmark: _Toc77850911]Methods
The components communicate among each other and with the application through buffer exchange. For this purpose, the OMX_AllocateBuffer, OMX_UseBuffer, OMX_FillThisBuffer, OMX_EmptyThisBuffer, and OMX_FreeBuffer are defined. These function calls are non-blocking. 
A component asks a preceding component to fill an input buffer by calling the OMX_FillThisBuffer method and asks a succeeding component to retrieve the content of an output port buffer by calling the OMX_EmptyThisBuffer method. Only one buffer per tunnel is allowed and one of the two components acts a supplier of that buffer. 
Error! Reference source not found. depicts an example of connected components and the buffer usage:
[image: A screenshot of a map

Description automatically generated]
Example of connected components and the buffer usage

Figure 11 - Example of connected components and the buffer usage
The OMX_SetConfig method is used to configure a component by the application. The application passes a structure that contains the configuration parameters to the component. The configuration parameters are published by each component and are component specific. 
[bookmark: _Toc77850912]Media Input and Output Interface
The port configuration is used to define the format of the data to be transferred on a component port. The buffer header contains a reference to the buffer pBuffer, an offset inside that buffer nOffset, and the length of that buffer nFilledLen. Multiple buffers can be used to pass data, which allows for more flexibility in the communication between components, i.e. more than one frame can be exchanged at a time. Error! Reference source not found. shows an example:
[image: A screenshot of a cell phone
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Port configuration example
Figure 12 - Port configuration example
There is no requirement on frame alignment to buffer start. The application or preceding components provide frame alignment information as part of the buffer header using the OMX_BUFFERFLAG_ENDOFFRAME flag. It is also possible to signal sub-frame boundaries to identify NAL unit boundaries using the OMX_BUFFERFLAG_ENDOFSUBFRAME.
A timestamp is also provided by the buffer header for every buffer. The nTimestamp corresponds to the presentation timestamp of the first media sample that starts at the current buffer. If multiple samples are included in the current buffer, the start timestamp of the following samples is inferred from the nTimestamp and the sample duration. That information can then be propagated through the pipeline and may be passed to the application through the output buffer. 
The following picture shows the format of the buffer header:

[image: A screenshot of a cell phone
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Format of the OpenMAX IL buffer header
The following buffer flags are defined in OpenMAX™ IL:
[image: A close up of a newspaper
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Buffer flags defined in OpenMAX IL
[bookmark: _Toc77782846][bookmark: _Toc77785634][bookmark: _Toc77850631][bookmark: _Toc77850772][bookmark: _Toc77850913]
[bookmark: _Toc77850914]Input/Output from/into GPU
OpenMAX IL introduces the possibility to use an EGL Image as an output buffer. An EGL Image is designed for sharing data between rendering-based EGL interfaces, such as OpenGL and the OpenMAX components. It is up to the component to implement the OMX_UseEGLImage to link the output to an EGL Image instead of a traditional buffer.
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typedef struct OMX BUFFERHEADERTYPE
{
OMX U32 nSize;
OMX_VERSIONTYPE nVersion;
OMX U8* pBuffer;
OMX _U32 nAllocLen;
OMX_U32 nFilledLen;
OMX U32 nOffset;
OMX_PTR pAppPrivate;
OMX PTR pPlatformPrivate;
OMX_ PTR pInputPortPrivate;
OMX_PTR pOutputPortPrivate;
OMX HANDLETYPE hMarkTargetComponent;
OMX_PTR pMarkData;
OMX_U32 nTickCount;
OMX_TICKS nTimeStamp;
OMX_U32 nFlags;
OMX U32 nOutputPortIndex;
OMX_U32 nInputPortIndex;
} OMX_ BUFFERHEADERTYPE;
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