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Abstract
This document describes Exploration Experiments (EEs) planned to be performed between the JVET-W and JVET-X meetings to evaluate Neural Network-based Video Coding (NNVC) technologies, analyze their performance, and analyze their complexity aspects.
Introduction 
The major goal of the NNVC Exploration Experiments during this meeting cycle is to organize cross-checks both for rate distortion performance and complexity, as well as to identify efficient mechanisms for testing implementations on different platforms (e.g., C++, PyTorch, and Tensorflow, etc.) To accomplish this, it was agreed to disallow discrepancy in test conditions (which was the case before) such that comparison and analysis are simplified.

Tests will be conducted in three categories: enhancement filters, super-resolution methods and intra prediction.  Proponents of enhancement filters are encouraged to provide performance results for two configurations: (i) the proposed filter used as in-loop filter and (ii) the proposed filter used as a post-processing filter.

Technologies studied in this EE are subjected to complexity-performance tradeoff analysis. Results of this analysis are expected to be represented in a form similar to the one demonstrated in Fig.1 (copied from [3]).  All proponents must use AhG11 anchor [1] (VTM-11.0 + “newMCTF” patch [2], QP=22, 27, 32, 37, 42) and the reported template recommended by AhG11. Proponents are encouraged to report both CPU and GPU decoding run time.

Proponents must report the worst-case complexity but are also encouraged to report average complexity parameters (which are very dependent on tool design).  While floating point implementations are acceptable, proponents are encouraged to provide (if possible) results of integer precision implementations. Overall memory size for all NN parameters must be reported according to [1].

Test results and complexity analysis demonstrated in AhG11 reporting template [1] are expected to be uploaded together with final software by the T4 deadline specified in section “Timeline”.
Discussions with regards to this EE are expected to be conducted in JVET reflector.  



Fig. 1. Examples: Expected form of complexity-performance tradeoff analysis for EE tools.

1. Exploration experiments on Enhancement filters 
	Test
	Proposal
	#sub-tests
	Proponent 
	Contact 
	Cross-checker

	1.1
	JVET-W0057
	2
	Nokia, 
	francesco.cricri@nokia.com 
	

	1.2
	JVET-W0100
	1
	Bytedance
	yue.li@bytedance.com 
	

	1.3
	JVET-W0113
	1
	Tencent
	liqiangwang@tencent.com 
	

	1.4
	JVET-W0131
	3
	Qualcomm
	hongtaow@qti.qualcomm.com 
	

	1.5
	JVET-W0151
	2
	Tencent
	liqiangwang@tencent.com 
	

	1.6
	JVET-W0100 JVET-W0131
	
	Bytedance, Qualcomm
	yue.li@bytedance.com  hongtaow@qti.qualcomm.com 
	


1.1. JVET-W0057 Content-adaptive neural network post-processing filter
This test evaluates the effectiveness of the adaptive CNN based post-filter proposed in JVET-W0057. As part of the experiment, the impact of the fine-tuning process is measured by comparing results of the proposed filter to the results of the filter without applying encoder side fine-tuning of bias terms and without signalling any bias terms in a bitstream.
As proposed in JVET-W0057, filter’s bias terms are adapted for each test sequence and a scaling factor determines the impact of the filter on the final output. The figure below illustrates the proposed workflow, where the main stages are: (i) offline pre-training, (ii) encoding and online finetuning the NN, (iii) decoding and NN inference. 
[image: ]
Fig. 2. Diagram of Test 1.1 (JVET-W0057).
Signaling includes the bias terms update, the scaling factors, and CTU on/off switching. 
[image: ]
Fig. 3. Neural network structure in Test 1.1 (JVET-W0057)

Test 1.1.1: VTM-11.0-NNVC anchor with JVET-W0057 post-filter
Test 1.1.2: VTM-11.0-NNVC anchor with JVET-W0057 post-filter without adapting the bias terms
1.2. JVET-W0100 Deep In-Loop Filter with Adaptive Model Selection and External Attention
This test evaluates the effectiveness of the deep in-loop filter presented in JVET-W0100. First, external attention mechanism is introduced. Second a slice or block could determine whether to apply the CNN-based filter or not. When the CNN-based filter is determined to be applied to a slice/block, the filtering approach selected from three candidates is further decided.
[image: ]
Fig. 4. Neural network structure in Test 1.2 (JVET-W0100).

Test 1.2.1: VTM-11.0-NNVC anchor with the simplified version 2 models presented in JVET-W0100.
1.3. JVET-W0113 Neural network based in-loop filter 
This test evaluates the effectiveness of the deep in-loop filter presented in JVET-W0113. The reconstructed image after LMCS is fed into the network. Then, the output of NN filter is processed by ALF and CCALF. As for the Implementation, Deblock and SAO are disabled, then the proposed filter is placed before ALF. The proposed filter can be turned on/off at the CTU level and slice level. In addition, a scaling operation is carried out to refine the result of NN filter. The scaling factors are signaled in the slice header for each component.
[image: ]
Fig. 5. Neural network structure in Test 1.3 (JVET-W0113).

Test 1.3.1: Default configuration of JVET-W0113.

1.4.  JVET-W0131 Neural Network-based in-loop filter with constrained computational complexity
The input of the network includes a block of reconstructed pixels, QP and BS information. The hidden layers of the network are organized as N filter blocks. Each filter block consists of two 1x1 convolution layers with a leaky ReLU as activation layer between them, and followed by a 3x3 convolution layer, where the value of M is set to be larger than the value of K. 
The network is placed prior to SAO and the de-blocking filter is disabled. The output of the CNN layers is the residues to be added to the input pixels. When the proposed NN filter is being applied to reconstructed pictures, a scaling factor is signaled for each color component in picture headers. The difference between the input samples and the NN filtered samples (residues) are scaled by the scaling factors before being added to input samples.


Fig. 6. Neural network structure in Test 1.4 (JVET-W0131).

Test 1.4.1: Default configuration of JVET-W0131.
Test 1.4.2: Test different complexity or network input/structure to study the trade-off.
Test 1.4.3: Study different precision of integer operation.
1.5. JVET-W0151 Neural network based in-loop filter using depthwise separable convolution and regular convolution
This test evaluates the effectiveness of the deep in-loop filter presented in JVET-W0151. The proposed Neural Network Based In-loop Filter is inserted between deblocking filter and SAO. The neural network includes a QP Map Quantizer unit, a Pre-Processing unit, a Main-processing unit and a Post-Processing unit.
[image: ]
Fig. 7. Neural network structure in Test 1.5 (JVET-W0151).
Test 1.5.1: Default configuration of JVET-W0151.
Test 1.5.2: Optimized on/off selection based on RD.

1.6. Joint test of 1.2 (JVET-W0100) and 1.4 (JVET-W0131) 
This test evaluates the combination of test 1.2 and test 1.4. 

The CNN model of JVET-W0100 will be tested with modification to accommodate additional inputs including boundary strength and QP. The difference between the input samples and the NN filtered samples (residues) are scaled by the corresponding scaling factors before being added to input samples.
Test 1.6.1: JVET-W0100 combined with the boundary input, QP and scaling factor features from JVET-W0131 as described above.

2. Exploration experiments on NN-based super resolution
	Test
	Proposal
	#sub-tests
	Proponent 
	Contact
	Cross-checker

	2.1
	VVC RPR 
	1
	AhG11
	elena.alshina@huawei.com 
	

	2.2
	JVET-W0099
	1
	Bytedance
	linchaoyi.cy@bytedance.com 
	

	2.3
	JVET-W0105
	3
	Qualcomm
	akotra@qti.qualcomm.com 
	

	2.4
	JVET-W0132
	2
	Sharp
	yasugi.yukinobu@sharp.co.jp
	



2.1. VVC RPR
RPR is enabled in VTM, scaling factor 2 (both horizontally and vertically). All frames are coded in quarter resolution, then up-sampled with VVC RPR filters.  RPR is tested as coding tool, enabled only if it gives compression benefits compared to full-size coding, otherwise regular VVC full-size coding is used. Additional criteria of adaptive enabling RPR is no rate-distortion cures cross. 
Test 2.1.1: Adaptive enabling VVC RPR 2.
2.2. JVET-W0099 CNN-based Super Resolution for Video Coding Using Decoded Information
This test evaluates the effectiveness of the CNN-based super resolution proposed in JVET-W0099. The decoded information is fed into the up-sampling networks designed for luma and chroma components, respectively.
The up-sampling model for the luma component is fed with: (i) QP, (ii) luma samples of reconstruction, (iii) luma samples of prediction. 
The up-sampling model for the chroma component is fed with: (i) luma samples of reconstruction, (ii) QP, (iii) chroma samples of reconstruction，(iv) chroma samples of prediction. 
[image: Chart, waterfall chart
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Fig. 8. Neural network structure in Tests 2.2 (JVET-W0099).

Test 2.2.1: VTM-11.0-NNVC anchor with JVET-W0099
2.3. JVET-W0105 Neural Network-based Super Resolution
Algorithm description:
· Conceptually the same as RPR in VVC, instead standardized predetermined coefficient up-sampling filter in RPR learnable super-resolution NN is used
· YUV4:2:0 converted to YUV 4:4:4
[image: ]
Fig. 9. Neural network structure in Test 2.3 (JVET-W0105).

Test 2.3.1: Sequence based super resolution 
Test 2.3.2: Test different complexity or network structure to study the trade-off
Test 2.3.3: Perform up and down-sampling only for the Luma component
2.4. JVET-W0132 1.5x/2.0x Upsample method for NN-Based Super-Resolution Post-Filters
Description of the technology:
This contribution proposes 1.5x and 2.0x NN-based super-resolution post-filter. The proposed NN network is based on a simplified ESRGAN as shown in Figure 1. The input and output of the NN network is YUV444. Before and after the NN, 420 to 444 and 444 to 420 convert is applied.
[image: ]
Fig. 10. Neural network structure in Test 2.4 (JVET-W0132).
In JVET-W0132, the following Upsample layer was studied but in this EE, feature interpolation method denoted as (B) and (D) are to be tested.
(a) 2.0x: pixel shuffle
(b) 2.0x: feature interporation
(c) 1.5x: pixel shuffle + feature interporation
(d) 1.5x: feature interporation
[image: ]
Fig. 11. Variants (B) and (D) to be tested in Test 2.4 (JVET-W0132).

Questions recommended to be answered during EE test:
How does performance vary with different scale rates?
Is it possible to apply a single model to a variety of scaling factors?
Test descriptions:
Test 2.4.1: 2.0x with feature interpolation (variant (B) on Fig. 11)
Test 2.4.2: 1.5x with feature interpolation (variant (C) on Fig. 11)

3. Exploration experiments on NN-based intra prediction
	Test
	Proposal
	#sub-tests
	Proponent 
	Contact
	Cross-checker

	3.1
	JVET-W0081
	2
	InterDigital
	Thierry.Dumas@interdigital.com
	


3.1. JVET-W0081  BD-rate gains vs complexity of NN-based intra prediction
The single additional neural network-based intra prediction mode is made of  neural networks, each predicting blocks of a different size in 

[image: Diagram

Description automatically generated]
Fig. 12. Test 3.1 (JVET-W0081): prediction of the current  block  from its context  of decoded reference samples via the neural network , parametrized by , belonging to the single additional neural network-based intra prediction mode. Here, , , and 

If , . Otherwise,  and 

The neural network predicting the current  block is fully-connected if . In this case, the neural network architecture is described in Table below.

	layer index
	input
	layer type
	number of neurons
	non-linearity

	1
	
	fully-connected
	
	LeakyReLU

	2
	1
	fully-connected
	
	LeakyReLU

	3
	2
	fully-connected
	
	-


[bookmark: _Ref52295046]Table: architecture of the neural network predicting the current  block,  In the column “input”, a number refers to the index of the layer whose output is the input to the current layer. The layer of index  returns .

The neural network predicting the current  block is convolutional if . 
[image: Diagram

Description automatically generated]Fig. 13. Test 3.1 (JVET-W0081): architecture of the neural network predicting the current  block,  The “flattening” operation flattens its input stack of feature maps. The “concatenation” operation concatenates its two input vectors into a single vector. More details can be found in JVET-T0073.

The tests of the EE are split into two parts:
Test 3.1.1: evaluation of the “low complexity” version of the neural network-based intra prediction mode against the “regular” version of the neural network-based intra prediction mode, i.e. running Test-4 against Test-3 in JVET-W0081
Test 3.1.2: evaluation of the 32-bit floating point neural network-based intra prediction mode against its 16-bit signed integer version, i.e. running Test-1 against Test-3 in JVET-W0081

4. Cross-checks

The cross check is highly encouraged for the EE tests.  It is expected that the cross-check reports will include information on problems that were encountered when trying to perform the cross check and possible solutions.
At this stage cross-check for only inference stage is requested. 
Performance under NNVC CTC [1] expected to be checked. Complexity analysis reported by proponent expected to be verified.
Cross-checker requested to provide feed-back by sending e-mail to EE coordinators and EE participants T5 in section “Timeline”.
5. Visual test 

As was suggested during JVET-W meeting visual quality test for NN-based coding technologies will be continued.
Proponents will provide suggestions which video sequences to be included to the viewing:

· select matching rate points for anchor (rate difference with Anchor <10%)
· prepare and upload mp4 recommended for viewing,
Proponents are suggested not to propose for the viewing UHD content coded in LDP, LDB configuration (due to the short length, 3 sec). 

Instruction for viewing materials preparation:
· Data is to be uploaded to the JVET ftp site using the jvet-ul1 login to the directory JVET-X_EE-DNN (if participants need credentials, please contact Mathias Wien)
· Inside the directory, proponents can create a separate sub-directory for their proposal
· Naming convention for the YUV files: <CTC sequence file name including resolution and frame rate>_<jvet doc number>_<sub-EE identifier (if applicable)>_QP<qp-value>.yu
· Use following command line for YUV to mp4 conversion: 
ffmpeg -s:v <pix>x<lin> -c:v rawvideo -pix_fmt yuv420p -r <fps> -i <input.yuv> -c:v libx265 -crf 10 -tag:v hvc1 <output.mp4>

Total number of test points per viewing session is limited to 20. 1080p and 4K should be in different viewing sessions. In order to increase number of viewers 4K sequences can be cropped to 1080p size for viewing only. Group intends to equalize the length of sequences for the viewing only (as recommended by AG5). 
Cropping and sequence length equalization will be discussed prior to JVET-X meeting (after T5 specified in section “Timeline”).

6. Timeline

T1 - 2 week after JVET-W meeting (30-July-2021): To revise EE description. Changes should be discussed and agreed on JVET reflector.

T2 – 2 weeks after JVET-W meeting (30-July -2021): Anchor is available.
 
T3 – 3 weeks after JVET-W meeting (06-August -2021): Initial software release that matches what was proposed to the meeting.

T4 - 3 weeks before T6 (15-September-2021): Software is frozen (and may include improvements), technology description is ready, and cross-check starts. 

T5 – 3 days before T6 (03-October-2021): Cross-checkers report status to EE coordinators. Proponents provide suggestion for the viewing. 

T6 - 05-October-2021: EE summary is uploaded as input contribution.
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