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Abstract
An exploration AhG on “AI-based coding for graphics” was established during the 4th WG7 /the 135th MPEG) meeting in July 2021. This document provides a description of some of the available opensource point cloud datasets and their applicable terms of use.

Introduction
One of the most important aspects of learning-based systems is the dataset that is used by a learning-based method to learn the task. In this document we discuss some existing open-source datasets that can be considered within the MPEG group for the purpose of learning-based point cloud compression and analysis. 

Proposed Datasets terms of use
We propose the following four datasets from the plethora of existing open-source datasets: ShapeNetCore dataset, ModelNet40 dataset, SemanticKitti dataset, and Ford sequences from GPCC CTC. The first two datasets, ShapeNetCore and ModelNet, are CAD models of individual objects whereas Kitti and Ford are LiDAR scans of outdoor scenes. As highlighted in the MPEG input document [1], these datasets can be put in the following categories based on the type of data and point density: Dense point clouds for ModelNet40 and ShapeNetCore; and Automotive Frame point clouds for Kitti and Ford.
We now provide some usage conditions specific to each dataset below. Ford sequences are already part of MPEG CTC and are thus skipped.
ShapeNet
ShapeNet terms of use can be found at [2] :
· Two out of the seven terms and conditions are highlighted below: 
· Researcher shall use the Database only for non-commercial research and educational purposes.
· If Researcher is employed by a for-profit, commercial entity, Researcher's employer shall also be bound by these terms and conditions, and Researcher hereby represents that he or she is fully authorized to enter into this agreement on behalf of such employer.
· The group needs to discuss if these usage conditions allow usage of this data for training and evaluation in regard to learning-based methods.
ModelNet
ModelNet copyright can be found at [3]  and is reproduced below:
·  “All CAD models are downloaded from the Internet and the original authors hold the copyright of the CAD models. The label of the data was obtained by us via Amazon Mechanical Turk service and it is provided freely. This dataset is provided for the convenience of academic research only.”
· The group needs to evaluate if this copyright allows usage of this data for training and evaluation in regard to learning-based methods.
Kitti, SemanticKitti
Kitti dataset copyright can be found in [4]: 
·  “All datasets and benchmarks on this page are copyright by us and published under the Creative Commons Attribution-NonCommercial-ShareAlike 3.0 License. This means that you must attribute the work in the manner specified by the authors, you may not use this work for commercial purposes and if you alter, transform, or build upon this work, you may distribute the resulting work only under the same license.”
· The group needs to evaluate if this license allows usage of this data for training and evaluation in regard to learning-based methods.

Dense point cloud dataset characteristics
Dense point cloud dataset composed of single object can be used for training networks designed to: a) compress this object level data, and b) perform vision tasks such as object recognition, object segmentation, object part segmentation, etc.

ShapeNetCore Dataset
ShapeNet is an ongoing effort to establish a richly-annotated, large-scale dataset of 3D shapes. ShapeNetCore dataset, a subset of the full ShapeNet dataset, contains 51,300 3D objects models from 55 common object categories. The data is provided as 3D meshes (dense connected graphs with faces) which can be sampled to obtain point clouds using several tools available on the ShapeNet website. PyTorch3D now also supports easy loading of ShapeNetCore dataset for that purpose. Example objects in ShapeNetCore are highlighted in the following table taken from [5].
[image: ]
ModelNet dataset
ModelNet is a large 3D CAD model dataset containing various shapes with 151,128 models in 660 unique object categories. Two smaller subsets, ModelNet10 and ModelNet40 are also available each containing 10 and 40 unique object categories. The CAD models are in the format of “OFF” (object file format) files, which are mesh files from which point clouds can be sampled with required sampling density. Below is a word cloud representing the various categories in the original ModelNet dataset.
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Automotive Frame point cloud dataset characteristics 
Automotive Frame point clouds are LiDAR point clouds obtained from sensors mounted on automotive driving outdoors. These point clouds consist of a sequence of frames obtained in a series with a sensor specified fps (frames per second) parameter. This kind of data can be used to train networks to: a) compress LiDAR data, and b) perform specific machine tasks such as object recognition, object segmentation, motion tracking, motion segmentation, semantic segmentation, etc.
Kitti Dataset
Kitti dataset is a large-scale dataset with LiDAR scans obtained in outdoor self-driving settings containing large amount of raw LiDAR data, along with other data modalities (e.g., RGB) and some labels. SemanticKitti developed by a group of researchers from University of Bonn, contains dense annotations for all the sequences in the odometry task (from within the original Kitti dataset). Out of 43552 scans in total from Kitti, SemanticKitti provides ground truth annotations under several categories for 23,311 scans for training purposes.
The data itself is provided as “.bin” files in continuous range (-96,96). However, with conversion to integer values the data lies within range (0,2^16). The average number of points in each scan is around ~120K. 
Below is an example of the kind of dense (point-wise) annotations available in SemanticKitti.[image: ]

Ford sequences from GPCC CTC
Re-use of a refined current MPEG dataset for testing was proposed in [6]. We propose to use the three frame-based “Ford” sequences [7] which contain 18bit data with 1500 frames in each sequence. Moreover, each sequence has on average ~100K points per frame.

Dataset partitioning
The point clouds data in the datasets should be divided into two categories:
· Benchmarking set: This set of data is entirely reserved for benchmarking the performance of the learning-based PCC codec. It should not be used for training.
· Trainval set: This set of data is used to train and validate the learning-based codec. It can be used freely.

Proposed mandates to be explored
· The biggest question is for the group to evaluate the usage conditions of the datasets proposed in this document to infer if the proposed datasets can be used within the group.
· Should the AI methods be benchmarked on data that is from the same dataset as the trainval data or a different dataset, or both?
· If a codec performs well on data from a different dataset than one used in trainval, it shows better generalizability.
· How much data should be used for training?
· Networks with many parameters will require extensive data, while others can do with less data due to smaller number of parameters.
· Should one model be trained for all rate points or should separate models for each target rate point be trained?
· When evaluating various existing point cloud compression architectures, in [8], the authors decided to compress down-sampled point clouds instead of full resolution point clouds. This should still be a topic of discussion in the next meeting as compression of full resolution point clouds is an important issue.
· We also reiterate the already presented call within the group to gather newer and diverse datasets for training and evaluation of the AI methods.
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ID Name Num ID Name Num ID Name Num
04379243 table 8443 | 03593526 jar 597 | 04225987  skateboard 152
02958343 car 7497 | 02876657 bottle 498 | 04460130 tower 133
03001627 chair 6778 | 02871439  bookshelf 466 | 02942699 camera 113
02691156 airplane 4045 | 03642806 laptop 460 | 02801938 basket 113
04256520 sofa 3173 | 03624134 knife 424 | 02946921 can 108
04090263 rifle 2373 | 04468005 train 389 | 03938244 pillow 96
03636649 lamp 2318 | 02747177 trash bin 343 | 03710193 mailbox 94
04530566  watercraft 1939 | 03790512  motorbike 337 | 03207941  dishwasher 93
02828884 bench 1816 | 03948459 pistol 307 | 04099429 rocket 85
03691459 loudspeaker 1618 | 03337140 file cabinet 298 | 02773838 bag 83
02933112 cabinet 1572 | 02818832 bed 254 | 02843684  birdhouse 73
03211117 display 1095 | 03928116 piano 239 | 03261776  earphone 73
04401088  telephone 1052 | 04330267 stove 218 | 03759954 microphone 67
02924116 bus 939 | 03797390 mug 214 | 04074963 remote 67
02808440 bathtub 857 | 02880940 bowl 186 | 03085013  keyboard 65
03467517 guitar 797 | 04554684 washer 169 | 02834778 bicycle 59
03325088 faucet 744 | 04004475 printer 166 | 02954340 cap 56
03046257 clock 655 | 03513137 helmet 162
03991062  flowerpot 602 | 03761084 microwaves 152 Total 57386

Table 2. Statistics of ShapeNetCore synsets. ID corresponds to WordNet synset offset, which is aligned with ImageNet.
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