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Abstract
This document provides the text for the white paper on MPEG Immersive video.
Introduction
The MPEG Immersive video (MIV) standard, produced by ISO/IEC Moving Picture Experts Group (MPEG), entered the Final Draft International Standard balloting stage in October 2021 [1]. The goal of the MIV standard is to provide efficient coding of immersive, six degrees of freedom (6DoF) volumetric visual scenes. An immersive 6DoF representation, unlike a three degrees of freedom (3DoF) representation, provides a larger viewing-space, where viewers have both translational and rotational freedom of movement at their disposition. 6DoF videos also enable the perception of motion parallax, where the relative positions of scene geometry change with the pose of the viewer. The absence of motion parallax in 3DoF videos is inconsistent with the workings of a normal human visual system and often leads to visual discomfort. 
This white paper provides a brief overview of MIV.
Background
The development of the MIV standard began with the definition of requirements for MPEG-I Phase 1b including head-motion parallax. An exploration activity, called 3DoF+, led to the issuance of a Call for Proposals (CfP) by the MPEG-I Visual group in January 2019, with responses reviewed in March 2019. The first version of the working draft (WD) of the standard was defined, based on combining aspects from multiple CfP responses. Similar to other video codecs standardized by MPEG, the specification defines a normative bitstream format and decoding processes, while leaving flexibility for non-normative encoding and post-processing operations, such as rendering, to vendors. 
Due to many technical commonalities between Video based Point Cloud Coding (V-PCC) and MIV, the MIV specification is based on a common bitstream format called the Visual Volumetric Video-based Coding (V3C). MIV normatively references V3C and provides extensions to it. However, significant differences remain between the MIV and V3C/V-PCC input and output formats, reference encoders, and reference renderers.
Use cases
The MIV standard can be used in many virtual reality (VR), augmented reality (AR), and mixed reality (MR) use cases. Immersive video playback devices include Head-Mounted Displays (HMDs), holographic displays, or ordinary 2-D displays with input of the viewers’ position and orientation. Sports viewing is an example use case which benefits from immersive video. A viewer can choose to watch a sport event from any desired position and orientation. Education and training use cases provide a student with a 3-D view of objects and scenes, seen from a variety of perspectives. Immersive video makes video conferencing/telepresence and virtual tourism more realistic.
Key Features of the standard
Inputs
The inputs to an MIV encoder are multiple sets of videos, captured by an unordered group of real or virtual cameras having an arbitrary pose (source-views). The set of videos from each source-view represents a projection of a part of a volumetric scene onto the camera projection plane. Each video referenced from a source-view describes either projected geometry (depth along with an optional occupancy map) or attributes - e.g., texture, surface-normals, material map, reflectance, transparency etc. The geometry video can be generated using dedicated depth sensors, computed using computer vision techniques or provided by a 3-D editing software (in the case of pure computer graphics scenes). The technology used to capture/estimate geometry data is outside the scope of the standard.
Additionally, for each source view metadata such as the camera intrinsics, extrinsics, projection format, projection-plane dimensions, and bit-depths of the source videos (for both geometry and attributes) are also provided. Perspective, equirectangular, and orthographic projection formats are supported by the standard.
High-level codec architecture
A key function of an MIV encoder, illustrated in Figure 1, is to generate one or more attribute atlases and geometry atlases (optional based on the profile used), and metadata that describe the atlases. Atlases are a composition of patches extracted from the source or virtual views. The rationale for generating patches and atlases is to reduce inter-view redundancy, while preserving the quality of the content presented to viewer. This inter-view redundancy reduction contributes to the diminution of the bitrate and the pixel-rate, to enable practical immersive video services. The resulting attribute and geometry atlases are encoded as a video bitstream with a 2-D video encoder, while the metadata is encoded using the MIV standard. 
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[bookmark: _Ref90547291]Figure 1: High-level block diagram of an MIV encoder.
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[bookmark: _Ref90547304]Figure 2: High-level block diagram of an MIV decoder.


The decoder/renderer shown in Figure 2 first performs video decoding, then reconstructs views by reversing the atlas packing process. The MIV bitstream contains metadata indicating the packing order, position, rotation, and source view number of each patch in the atlas, which are used in the reconstruction process. 
The MIV specification normatively specifies the operation of an MIV decoder, with conformance points defined. A non-normative hypothetical reference renderer (HRR) is also described in the specification, but renderer implementations are not required to follow the operations of the HRR. 
Bitstream format
[image: ]
[bookmark: _Ref90547654]Figure 3: Overview of the V3C bitstream elements with MIV extensions.
The MIV bitstream syntax is an extension of the V3C bitstream format, as depicted in Figure 3. At the highest level, all data in an MIV bitstream are organized as sequence of V3C units, where each V3C unit is composed of an integer number of bytes. The V3C standard specifies a V3C sample stream format to concatenate V3C units into a single bitstream. Every V3C unit is composed of a header and a payload, where the first element of the header is the unit type. The current text of the standard specifies seven unit-types, namely the V3C parameter set (VPS), atlas data (AD), common atlas data (CAD) occupancy video data (OVD), geometry video data (GVD), attribute video data (AVD), and packed video data (PVD). 
The VPS is an essential unit which signals the start of a new sequence and provides information that allows the decoder to setup, such as the atlas count, frame sizes, presence of unit types, map count (i.e., number of geometry layers), attribute count and definition, and so on. The VPS can either be provided in-band or out-of-band. For other V3C units, the header links the unit to VPS and atlas by ID. The payload of GVD, AVD, and OVD units is a video sub-bitstream.
The AD unit contains an AD sub-bitstream that is structured as a network abstraction layer (NAL) unit stream, which is a generic format suitable for use in both packet-oriented and bitstream-oriented systems. Every NAL unit is either an atlas coding layer (ACL) NAL containing patch data or a non-ACL NAL. The atlas sequence parameter set (ASPS), atlas frame parameter set (AFPS), and atlas adaptation parameter set (AAPS) are non-ACL NAL units that carry infrequently changing information of the coded atlases in the V3C bitstream. These parameter sets have V-PCC and MIV extensions. The ASPS may also carry the volumetric usability information (VUI) which provides rendering hints. There are also NAL units that carry supplemental enhancement information (SEI) messages (like in HEVC).
In an MIV bitstream, a dedicated V3C unit, V3C_CAD, is reserved to carry information that is common to all atlases in the bitstream. V3C_CAD carries the AAPS and the Common Atlas Frame NAL unit. The MIV allows updating of camera- and depth-related parameters at any time within a sequence, the update being signaled in the Common Atlas Frame NAL unit.
Outputs
ISO/IEC 23090-5 [2] provides an informative annex (Annex C) which describes the V3C sample stream format. Applications can use the V3C sample stream format to carry some or all MIV data. The V3C sample stream format provides a container for carrying V3C units. The atlas data V3C unit and the common atlas data V3C unit contain sub-bitstream data which are contained in the normatively specified (in Annex D) NAL sample stream format. The common atlas data sub-bitstream contains the view parameters list while the regular atlas data sub-bitstreams contain the patch data. The MIV specification provides all the required syntax structures and processes to 
· demultiplex parameter set and sub-bitstreams of multiple atlases, 
· enable properly decode the coded video sub-bitstreams,
· extract block-to-patch maps from the atlas sub-bitstreams, and
· extract camera and depth quantization parameters required to project a 2d patch into 3D space.
Supported profile, tiers, and levels
The restrictions on the MIV bitstream and consequently the limits on the capabilities needed to decode the MIV bitstream are specified by the profiles, tiers, and levels. MIV has three profiles and one sub-profile, indicated by the V3C [2] toolset profile components:

· MIV Main (ptl_profile_toolset_idc = 64)
· MIV Extended (ptl_profile_toolset_idc = 65)
· MIV Extended Restricted Geometry (ptl_profile_toolset_idc = 65 and ptc_restricted_geometry_flag = 1)
· MIV Geometry Absent (ptl_profile_toolset_idc = 66)
 
[bookmark: _Ref33612007][bookmark: _Toc77361882]Among other important components, the CodecGroup profile components provides information on the codec used to handle MIV atlases, using the ptl_profile_codec_group_idc syntax element, as reflected in Table 1.

[bookmark: _Ref93426286]Table 1: CodecGroup to profile, level, tier mapping
	CodecGroup
	ptl_profile_codec_group_idc
	4CC code

	AVC Progressive High
	0
	'avc3'

	HEVC Main10
	1
	'hev1'

	HEVC444
	2
	'hev1'

	VVC Main10
	3
	'vvi1'

	Reserved
	4..126
	–

	MP4RA
	127
	provided by component codec mapping SEI message (F.2.11)



A set of levels is defined, ranging from 1.0 to 4.5, that gives limits applicable to:

· General V3C or VPS (maximum number of projected, eom and raw points per second, maximum number of projected, eom and raw points per atlas, maximum number of maps, of attributes and of attribute dimensions).
· General atlas ASPS and tile (maximum number of projected, raw and eom patches per atlas, maximum CAB size, atlas bit rate, number of tiles per atlas, atlas size, maximum projected, raw, eom patch rate).
General video bitstream (maximum luma picture size, maximum aggregate luma sample rate, maximum number of 1000 bits/s per video stream, maximum aggregate number of 1000 bits/s).
[bookmark: _Toc23248830][bookmark: _Toc23248822][bookmark: _Toc21521434][bookmark: _Toc21520298][bookmark: _Toc21535283][bookmark: _Toc21532037][bookmark: _Toc21510093][bookmark: _Toc21505947][bookmark: _Toc21448008][bookmark: _Toc21521433][bookmark: _Toc21520297][bookmark: _Toc21535282][bookmark: _Toc21532036][bookmark: _Toc21510092][bookmark: _Toc21505946][bookmark: _Toc21448007][bookmark: _Toc21521408][bookmark: _Toc21520272][bookmark: _Toc21535257][bookmark: _Toc21532011][bookmark: _Toc21510067][bookmark: _Toc21505921][bookmark: _Toc21447982][bookmark: _Toc21521405][bookmark: _Toc21520269][bookmark: _Toc21535254][bookmark: _Toc21532008][bookmark: _Toc21510064][bookmark: _Toc21505918][bookmark: _Toc21447979][bookmark: _Toc21521404][bookmark: _Toc21520268][bookmark: _Toc21535253][bookmark: _Toc21532007][bookmark: _Toc21510063][bookmark: _Toc21505917][bookmark: _Toc21447978][bookmark: _Toc21521403][bookmark: _Toc21520267][bookmark: _Toc21535252][bookmark: _Toc21532006][bookmark: _Toc21510062][bookmark: _Toc21505916][bookmark: _Toc21447977][bookmark: _Toc21521402][bookmark: _Toc21520266][bookmark: _Toc21535251][bookmark: _Toc21532005][bookmark: _Toc21510061][bookmark: _Toc21505915][bookmark: _Toc21447976][bookmark: _Ref30083155]
Performance
A verification test of MIV is currently in preparation. By packing and pruning views, MIV is able to achieve bitrates around 15 to 30 Mb/s for HEVC and a pixel rate equivalent to HEVC Level 5.2. Compression efficiency of MIV improves with newer video codecs such as VVC.
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